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Abstract

Van der Waals (vdW) dispersion forces are fundamental to the structure and behavior of biomo-
lecular, solid-state, and polymeric systems. These interactions, arising from Coulomb-correla-
ted quantum fluctuations in charge density, in principle, demand sophisticated quantum chem-
istry methods, such as coupled cluster and quantum Monte Carlo. However, the high computa-
tional cost of these approaches limits their practical application to large and complex systems.
Approximate methods, like classical force fields or semi-local density functional theory (DFT),
fall short of capturing the intricacies of vdW dispersion forces. This thesis addresses these lim-
itations by advancing the theoretical description of vdW dispersion interactions through the
quantum Drude oscillators (QDOs) framework – a versatile, coarse-grained model for electronic
response.

To this end, we first develop a universal, analytical vdW potential based on the QDO model,
applicable across the periodic table. With minimal parametrization, this potential is designed
for noble gases and generalized to atomic and molecular dimers, achieving high accuracy com-
pared to experimental data and high-level ab initio calculations. Relying on just two atomic
parameters – dipole polarizability and dipolar dispersion coefficient, our vdW-QDO potential is
twice as accurate as the widely used Lennard-Jones potential. This marks a significant advance
for biomolecular force fields, where accurate vdW modeling is critical yet remains challenging.

While vdW interaction energies are known to scale with system size, their broader influence on
other properties remains less explored. Using the dipole-coupled QDO framework within the
many-body dispersion (MBD) method, we examine how vdW dispersion interactions impact
electron density. Our findings reveal that these interactions induce significant charge polariza-
tion even in systems as small as 100 atoms – a phenomenon often overlooked in semi-local DFT,
where vdW forces are usually treated as a post hoc correction. To address this, we propose a fully
coupled, optimally tuned variant of the MBD model based on vdW-QDO parameters, effectively
capturing vdW-induced polarization in diverse systems from small molecules to proteins. Our
results indicate potential improvements in density functional approximations by incorporating
vdW polarization effects.

While the one-body density contains full information about the ground state of a system in
DFT, the universal functional required to extract this information remains elusive. In contrast,
the two-body density matrix represents electronic correlations more directly. Building on this
idea, this thesis introduces a density-matrix reformulation of the MBD method. This approach
facilitates real-space visualization of vdW dispersion interactions, while also linking the dipole-
coupled QDO framework of MBD to nonlocal correlation functionals in DFT. The resulting non-
local MBD correlation kernel is critically assessed against existing nonlocal functionals, offering
a deeper insight into the theoretical underpinnings of vdW dispersion interactions.

In conclusion, this thesis highlights the QDO model as a robust framework for advancing vdW
dispersion modeling across multiple levels of theory. From developing accurate interatomic
potentials to uncovering vdW-induced polarization effects and linking to nonlocal correlation
functionals, the QDO framework provides a unified platform to address key challenges in the
field. This work enhances the understanding of vdW forces and offers a versatile toolbox for
future studies in computational chemistry, biomolecular modeling, and beyond.

Keywords: vdW dispersion interactions, quantum Drude oscillator, many-body dispersion, den-
sity functional theory
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Chapter 1

Introduction

Why does matter stick together? Why do gases condense to liquids? These and related questions
have accompanied humanity throughout history; however, for a very long time, no satisfactory
answers were known. A significant step forward was made in 1873, when a Dutch secondary
school teacher Johannes Diderick van der Waals defended his doctorate dissertation [1]. In his
thesis, he presented the now-famous equation of state named after him:(

P + a

V 2

)
(V −b) = RT , (1.1)

where P , V , and T are the pressure, molar volume, and temperature of a gas (liquid), and a
and b are empirical constants. The van der Waals (vdW) equation explains the condensation
of gases to liquids and predicts the existence of a critical point when gas and liquid phases
become indistinguishable. In 1880, van der Waals took the next step and formulated the law of
the corresponding states [2]: (

π+ 3

v2

)(
v − 1

3

)
= 8

3
τ , (1.2)

where π= P/Pc , v =V /Vc , and τ= T /Tc are thermodynamic variables normalized by their val-
ues at the critical point. This equation states that the behavior of all fluids is governed by this
universal law. Obviously, for real fluids this relation is not exact, reflecting the phenomeno-
logical nature of the vdW equation of state. Nevertheless, it still provides an essentially correct
description, which makes it a very useful and powerful principle. For instance, the law of corre-
sponding states was used by Kamerlingh Onnes to correctly predict the critical point of helium
Tc = 5.2 K [3], followed by its successful liquefaction and the discovery of superconductivity
in 1911. Thus, the law of corresponding states “participated” in two Nobel Prizes in Physics,
one awarded to van der Waals in 1910 and another to Kamerlingh Onnes in 1913. For the time,
when many leading scientists still did not believe in the existence of atoms [4], the work of van
der Waals was extremely important, catalyzing further progress in understanding molecules
and laying the foundation for the emergence of chemical physics.

While the meaning of the parameter b in Eq. (1.1) as a measure of molecular volume was clear
already to van der Waals, the microscopic origin of the interactions described by a remained
obscure until the advent of quantum mechanics (QM). Formally, the first explanation of that
mysterious attractive force between molecules belongs to S.C. Wang, who derived the QM ex-
pression for the long-range force between two hydrogen atoms in 1927 [5]. However, Wang did
not connect that to the attractive term in the vdW equation, which was done only by Fritz Lon-
don in 1930, who also generalized Wang’s derivation to arbitrary molecules [6]. London coined
the term dispersion force for this QM interaction since it is determined by (virtual) electronic
excitations similar to the dispersion of light, even within the same frequency range [7].
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Figure 1.1: vdW dispersion is bind-
ing argon dimer. Plotted using the
symmetry-adapted perturbation theory
(SAPT) data from Ref. [8]. See Sec-
tion 2.2.1 for further explanations.

More precisely, vdW dispersion arises due to the fluctuations (between ground and excited
states) of electrons in interacting moieties, correlated due to the long-range Coulomb inter-
action. Those fluctuations can be understood e.g. as a consequence of Heisenberg’s uncer-
tainty principle, or as a manifestation of a fluctuating vacuum field in quantum electrodynam-
ics. Hence, vdW dispersion is a purely quantum, inherently many-body, and omnipresent force.
For instance, it is the primary cohesive force between non-overlapping, spherically symmetric
charge distributions, as seen in noble gases (Figure 1.1).

Van der Waals (vdW) dispersion, together with electrostatics, polarization (or induction), and
Pauli repulsion, forms the fundamental quartet of noncovalent interactions [7, 9, 10]. Although
individually weaker than covalent bonds, noncovalent interactions are ubiquitous and play a
decisive role in determining the structure, stability, and behavior of complex systems, espe-
cially under ambient conditions where chemical bonds remain largely intact. In biomolecular
systems, for instance, protein folding involves intricate rearrangements of amino acid chains
while preserving the integrity of the covalent backbone. Here, noncovalent forces – notably vdW
dispersion – govern the spatial configuration and overall dynamics, with covalent bonds pri-
marily acting as structural constraints. Beyond biomolecules, vdW interactions are indispens-
able in a wide range of systems, including layered materials, molecular crystals, supramolecular
host-guest complexes, and polymers [11, 12]. In each of these cases, vdW dispersion not only
stabilizes molecular assemblies but also underpins their emergent physical and chemical prop-
erties.

Atomistic Simulations As a Tool To Study Noncovalent Interactions

In 1929, Paul Dirac famously remarked that chemistry was essentially “solved” after the formu-
lation of the Schrödinger equation (SE) [13], as its exact solution, in principle, provides a com-
plete (non-relativistic) description of all interactions, including noncovalent ones. However,
it immediately became apparent that solving the SE exactly for anything beyond the simplest
systems was an insurmountable mathematical challenge. This realization gave rise to quantum
chemistry, which later evolved into the broader field of computational chemistry. The primary
goal of this discipline is to develop accurate approximations of the SE solution while keeping
computational costs manageable. Decades of sustained effort have led to a diverse array of
computational methods, enabling detailed atomistic simulations of structures, dynamics, and
various physical-chemical properties. Today, atomistic simulations serve as an indispensable
bridge between theoretical predictions and experimental observations, offering insights that

2



Chapter 1. Introduction

Figure 1.2: Hierarchy of atomistic
simulation methods. Adapted from
Ref. [18] under the CC-BY-NC-ND 4.0 li-
cense. © 2021 The Authors. Published
by American Chemical Society.

are often inaccessible through traditional approaches.

This is especially true for noncovalent interactions, which are inherently difficult to measure
experimentally and challenging to disentangle from other effects [7, 9, 10]. Modern compu-
tational models have become essential tools in advancing biology, chemistry, and materials
science. In drug discovery, for example, computational pre-screening significantly reduces the
time and cost associated with identifying promising candidates for synthesis. Such a paradigm
shift has been driven by breakthroughs in molecular crystal structure prediction and poly-
morph ranking algorithms [14, 15]. Another milestone is the recent success of neural network
models, such as AlphaFold2, in predicting protein structures with unprecedented accuracy [16].
The awarding of the 2024 Nobel Prize in Chemistry for “for computational protein design” and
“for protein structure prediction” [17] (enabled by AlphaFold2) underscores the transformative
role of atomistic simulations in contemporary science.

The inherent trade-off between accuracy and computational cost leads to a natural hierarchy
of computational methods (Figure 1.2). At the top of this hierarchy lie wave function-based
methods, which explicitly treat electronic correlations and are primarily focused on achiev-
ing highly accurate energies. The Hartree-Fock (HF) method, which accounts for mean-field
effects but neglects electronic correlations, serves as the baseline for correlated methods. Posi-
tioned alongside HF are approaches based on density functional theory (DFT), which adopt a
distinct theoretical framework but share similar limitations regarding long-range correlation ef-
fects. Below these, semi-empirical methods – often derived from tight-binding approximations
– offer reduced computational cost at the price of increased parametrization. Finally, at the
base of the hierarchy, empirical force fields employ fixed analytical expressions parameterized
for specific classes of systems or problems, enabling large-scale simulations at minimal com-
putational expense. A more detailed account of the theoretical methods relevant to the present
thesis is provided in Chapter 2.

When considering van der Waals (vdW) dispersion, correlated ab initio methods inherently in-
clude it as part of the computed electronic correlation energy, offering highly accurate refer-
ence data. However, despite advancements in high-performance computing, such methods
remain limited to relatively small systems due to their steep computational scaling. For in-
stance, the widely regarded “gold standard” CCSD(T) method scales as O (N 7) with the number
of electrons, making its application impractical for large-scale systems. In contrast, density
functional approximations (DFAs) represent the workhorses of computational chemistry, bal-
ancing O (N 3) computational efficiency with a reasonable description of electronic correlation
effects at near-equilibrium distances. Nevertheless, most DFAs fail to account for long-range
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vdW dispersion, requiring post hoc corrections via auxiliary vdW models. These corrections,
while effective, often introduce empiricism and coarse-graining, leading to trade-offs between
accuracy and interpretability [11, 12, 19, 20].

Recent advances have improved these methods significantly [11, 12, 21], yet a truly univer-
sal and fully consistent DFA+vdW framework is yet to be developed (see Section 2.3 for a de-
tailed discussion). A key limitation in practical DFA+vdW methods lies in the treatment of
range separation, often relying on empirical damping functions. These functions, while bal-
ancing the overall accuracy of the DFA+vdW method, obscure the physical interpretation of
the vdW energy contribution. Another research gap is that most DFA+vdW methods neglect the
vdW-induced polarization of electron density – a phenomenon first predicted by Feynman [22].
Though often negligible in small molecules, vdW-induced polarization can scale with system
size and significantly contribute to ground-state energy, as highlighted in recent studies [23–26],
which underlines the importance of the systematic investigation of vdW density polarization.

Physics-Derived Models Are Still Valuable For Modeling

In classical force fields [27–29], vdW dispersion is typically described by the renowned Lennard-
Jones (LJ) potential, written in its canonical form as:

ELJ = 4ε

[(σ
R

)12
−

(σ
R

)6
]

, (1.3)

where ε is the potential well depth, and σ is the distance at which the energy equals zero. Pro-
posed in 1924 [30], before the quantum mechanics era, the LJ potential was originally parame-
terized based on experimental data from noble gases. The exponents were empirically chosen:
the repulsive term (later understood as effectively modeling Pauli repulsion) was estimated to
fall within the range of 11–14, while the attractive term (now recognized as vdW dispersion) de-
cayed with a power between 5–7. With London’s theoretical insights, it was established that the
attractive force universally follows an R−6 decay, and the repulsive exponent was set to 12 for
computational convenience – despite Pauli repulsion actually decaying exponentially.

This historical example underscores a critical principle: while data fitting can yield models ap-
plicable in a certain range of potential energy surfaces, correct asymptotic behavior cannot be
reliably captured without an underlying physical model. This principle remains valid even in
the era of big data and machine learning (ML). Although ML force fields (MLFFs) offer excep-
tional flexibility in fitting energies and forces, they must be augmented with physically moti-
vated models to ensure both short-range stability and accurate long-range descriptions. Recog-
nizing this, the MLFF community has increasingly embraced the integration of coarse-grained
quantum mechanical (QM) models for noncovalent interactions [31–33]. This hybrid approach
is essential for building robust and transferable force fields capable of describing complex inter-
actions present in proteins, lipids, and other macromolecular systems, motivating the further
development of coarse-grained QM models for noncovalent forces.

Aim and Outline

The primary objective of this thesis is to deepen our understanding of collective van der Waals
(vdW) forces across a diverse spectrum of systems, ranging from simple diatomic molecules
to complex biomolecular structures such as proteins. To achieve this, the thesis integrates an-
alytical, density-functional, and ab initio approaches into practical methodologies for model-
ing and visualizing vdW interactions. A key milestone in this pursuit is the development of a
universal, broadly applicable interatomic vdW potential that can be further embedded within
classical and machine-learning force fields. Future applications of the novel potential might
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Chapter 1. Introduction

help to advance the understanding of noncovalent interactions in (bio)molecular systems. Fur-
thermore, the work seeks to uncover vdW dispersion effects that remain inaccessible to current
density functional approximations (DFAs), such that vdW-induced density shifts. By exploring
the reverse engineering of coarse-grained atomic models towards density functional theory, we
propose a route to overcome those limitations, having a potential impact on the design of next-
generation DFAs.

This thesis is organized as follows: Chapter 2 introduces the theoretical foundations and method-
ological tools essential for this work, with an emphasis on the vdW dispersion interactions and
the density functional theory. Chapter 3 delves into the construction of universal interatomic
vdW potentials, leveraging the quantum analog of the law of corresponding states, the charged
quantum harmonic oscillator model, and rigorous analysis of highly accurate quantum chem-
istry reference data. The relevance of these findings for the development of both classical and
machine-learning force fields is highlighted. In Chapter 4, vdW-induced charge density polar-
ization in large and polarizable systems is examined using a dipolar many-body framework,
benchmarked against state-of-the-art CCSD and SAPT calculations. The results are discussed
in terms of scaling with system size and their implications for biomolecular systems and non-
covalent interactions analysis. Chapter 5 introduces a reduced-density matrix reformulation
of the many-body dispersion (MBD) method, enabling real-space visualization of vdW disper-
sion energy as a scalar energy density field. The potential impact on constructing improved
nonlocal correlation kernels is envisaged and illustrated through proof-of-concept calculations
for diatomic and molecular systems. Finally, Chapter 6 shortly summarizes the main findings,
outlines future research directions, and reflects on the broader implications of the presented
results. The thesis adopts a semi-cumulative structure, with each chapter prefaced by a concise
introduction and discussion tailored to its specific content.
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Chapter 2

Theoretical Framework

Section 2.1 provides a brief introduction to the basics of electronic structure theory in the con-
text of quantum chemistry and density functional theory (DFT), with a special emphasis on the
adiabatic-connection fluctuation-dissipation theorem (ACFDT). For a more complete overview
of the theory and practical methods, see the books by Szabo & Ostlund [34] and Parr & Yang [35]
as well as Ref. [36], which this section is based on.

Section 2.2 introduces the textbook classification of noncovalent interactions (NCI) based on
the perturbational analysis. The main ideas and equations of symmetry-adapted perturbation
theory (SAPT) [37, 38] used for this purpose are summarized. This is followed by a brief overview
of two practical models for noncovalent interactions: the Tang-Toennies interatomic potentials
and the quantum Drude oscillator model (QDO). The latter is especially important for this the-
sis as the coarse-grained model for the electronic response of atoms and molecules, laying the
foundation for some of the popular vdW methods, such as Tkatchenko-Scheffler (TS) [39] or
many-body dispersion (MBD) [40, 41], and providing a fully analytical framework to study non-
covalent interactions.

Section 2.3 summarizes theoretical approaches to vdW dispersion interactions, mostly focus-
ing on the practical methods within the framework of DFT. The section includes an exact for-
mulation based on the ACFDT, followed by its successive approximations leading to pairwise-
additive vdW models, nonlocal correlation functionals, and the many-body dispersion (MBD)
framework [40, 41], the analysis and development of which is in the focus of this thesis.

All derivations provided in this chapter are given in atomic units unless otherwise noted.

2.1 Electronic Many-Body Problem

We consider an N -electron system (atom or molecule) in non-relativistic approximation. Since
nuclei are (at least) 1836 times heavier than electrons, the electrons can be considered to move
in the field of static nuclei, i.e. nuclear kinetic energy can be neglected. This forms the basis for
the Born-Oppenheimer approximation, which is central to quantum chemistry. The potential
energy of Coulomb repulsion between nuclei can therefore be considered fixed, and one can
focus on the electronic Hamiltonian, which reads

Ĥ =−1

2

N∑
i=1

∇2
ri
+

N∑
i=1

vext(ri )+ 1

2

∑
i ̸= j

1

|ri − r j |
≡ T̂ + V̂ext + V̂ee , (2.1)
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2.1 Electronic Many-Body Problem

where ri is the electron coordinate, and the external potential created by NA nuclear charges
{ZA} located at positions {RA} is given by:

vext(ri ) =−
NA∑
A=1

ZA

|ri −RA|
. (2.2)

The stationary electronic states are determined by the time-independent Schrödinger equation
(SE):

ĤΨ(x1,x2, ...,xN ) = EΨ(x1,x2, ...,xN ) , (2.3)

where Ψ(x1,x2, ...,xN ) is the total wave function in the coordinate representation depending
on space-spin coordinates xi = (ri ,σi ) (σi ∈ {↑,↓}), and E is the associated total energy. Due to
indistinguishability of electrons and their fermionic spin statistics, the electronic wave function
must be antisymmetric with respect to permutation of any pair of particles, i.e.

Ψ(x1, ...,x j , ...,xi , ...,xN ) =−Ψ(x1, ...,xi , ...,x j , ...,xN ) . (2.4)

This immediately implies that if xi = x j , the wave function is zero meaning that there is zero
probability of finding two (or more) same-spin electrons at the same point r in space. This
statement is known as Pauli exclusion principle and represents the physical justification for the
so-called Pauli- or exchange-repulsion between electrons. The solution of Eq. (2.3) under the
constraint (2.4) is the central task of electronic-structure theory. However, the exact (analytical)
solution is possible only for hydrogen or hydrogen-like atoms. Therefore, manifold methods
have been developed to solve the electronic SE for general many-electron systems.

2.1.1 Hartree-Fock Method

In the Hartree-Fock (HF) theory, the following wave function ansatz called a Slater determinant
is proposed:

Ψ(x1,x2, ...,xN ) = 1p
N !

∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) ... ψN (x1)

ψ1(x2) ψ2(x2) ... ψN (x2)
...

...
. . .

...

ψ1(xN ) ψ2(xN ) ... ψN (xN )

∣∣∣∣∣∣∣∣∣∣∣
, (2.5)

where ψ j (xi ) =φ j (ri )χ j (σi ) is the single-particle spin-orbital, usually written as the product of
spatial part φ and spin part χ. The Slater determinant by construction satisfies the antisymme-
try condition; moreover, any antisymmetric wave function can be represented as an (infinite)
linear combination of Slater determinants [34].

The basic idea of the HF method is viewing electrons as independent particles, described by
their spin orbitals, moving in the average potential due to other electrons (and nuclei). There-
fore, the HF method is often called a mean-field theory. Formally, this can be seen from the HF
equations for spin-orbitals:[

−1

2
∇2

r + vext(r)+ vHF(r)

]
ψi (x) = εiψi (x) , (2.6)

where vHF(r) is the mean-field HF potential:

vHF(r) = ∑
j ̸=i

J j (r)−K j (r) . (2.7)
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The Coulomb potential J j and the exchange potential K j operators are defined as

J j (r)ψi (x) =
[∫

dx′ ψ
∗
j (x′)ψ j (x′)

|r′− r|

]
ψi (x) , (2.8)

K j (r)ψi (x) =
[∫

dx′ ψ
∗
j (x′)ψi (x′)

|r′− r|

]
ψ j (x) . (2.9)

In contrast to the local Coulomb potential, the exchange operator is nonlocal, requiring the
knowledge of ψi throughout all space to evaluate K j at a given point r. In addition, Eq. (2.6)
for ψi depends on all other spin orbitals ψ j . Thus, the HF equations form a set of coupled
nonlinear equations that have to be solved iteratively. Starting from an initial guess for orbitals,
the iterative cycle continues until the updated orbitals and the resulting mean-field potential
become self-consistent. This explains why the HF method is often labeled a self-consistent field
(SCF) approach. The resulting Hartree–Fock energy – if a self-consistent solution is reached
numerically – is variationally bounded from above by the exact ground-state energy E0. This
is ensured by the variational principle, the fundamental theorem stating that the expectation
value of Hamiltonian over any physically reasonable approximate wave function Ψ̃ provides an
upper bound to the exact ground-state energy E0. Using Dirac notation, this reads

〈Ψ̃|Ĥ |Ψ̃〉 ≥ E0 , (2.10)

where the normalization condition 〈Ψ̃|Ψ̃〉 = 1 is assumed. This principle, which is behind the
derivation of the HF equations, tells that the optimal orbitals can be obtained by minimizing
the total energy with respect to them.

In practice, the HF equations are solved using a basis set expansion for orbitals:

φi (r) =∑
j

ci jϕ j (r) , (2.11)

where ci j are expansion coefficients andϕ j are basis functions. Using basis set functions trans-
forms the integro-differential HF equations (2.6)–(2.9) to algebraic matrix equations, which can
be efficiently solved for coefficients ci j using linear algebra methods. The real molecular or-
bitals φi are of Slater type, i.e. they decay exponentially. However, the mathematical properties
of Gaussians greatly simplify the computation of emerging two-electron integrals, which led to
their widespread use as basis functions ϕ j in quantum chemistry. The exponential decay of
orbitals is mimicked by using several Gaussian functions centered on the same atom. To date, a
large variety of high-quality Gaussian basis sets optimized for various tasks are readily available
in the literature.

The HF approximation works quite well for simple organic molecules with nondegenerate
ground states. However, a significant weakness is the neglect of electron correlations. In par-
ticular, a Slater determinant (2.5) incorporates exchange or Pauli correlation, which means that
the motion of the same spin electrons is correlated due to wave function antisymmetry. How-
ever, the so-called Coulomb correlation, which arises from the 1/r repulsion between electrons
and acts between pairs of parallel and opposite spins, is neglected in the Hartree-Fock theory.
Although the contribution of the Coulomb correlation to total energy is much smaller than that
of the Pauli correlation, for (long-range) interaction energy (rigorously defined in Section 2.2.1)
the Coulomb correlation is often the most important effect. Since interaction energies are of
actual interest for chemical physics, post-Hartree-Fock methods including the Coulomb cor-
relation (further called simply correlation) were devised which use the HF approximation as a
starting point. The prominent examples include configuration interaction, Møller-Plesset per-
turbation theory, and coupled cluster theory [34].
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2.1.2 Electron Correlation Energy

In quantum chemistry, the electron correlation energy, Ec, is defined as the difference between
the exact (non-relativistic) solution of the electronic SE and the HF mean-field approxima-
tion [34]:

Ec = Eexact −EHF . (2.12)

Furthermore, the electron (Coulomb) correlation can be divided into the so-called static and
dynamic correlation. Static correlation refers to the cases when a single Slater determinant is a
qualitatively wrong approximation. This typically occurs for (near-)degenerate electronic sys-
tems and requires using several reference Slater determinants, leading to the so-called multi-
reference methods [34]. However, this thesis focuses only on non-degenerate systems, where
static correlation is not relevant. Therefore, throughout this work electron correlation is syn-
onymous to dynamic correlation, which denotes the energy missed due to a mean-field ap-
proximation.

In a broader context, the correlation energy can be defined also in other ways. For example,
the Kohn-Sham DFT can be used as the mean-field reference instead of the HF method. There-
fore, the definition of correlation energy is not unique and depends on the context. In quan-
tum chemistry, the correlated methods seek to accurately approximate the difference in (2.12),
while a different strategy is chosen within the framework of the density functional theory. Com-
mon approximations of DFT include much of the short-range correlation energy but miss the
long-range correlation energy, which can be included, in principle, exactly using the ACFDT
formalism (see Section 2.1.4).

2.1.3 Density Functional Theory

In 1964, Pierre Hohenberg and Walter Kohn proved two theorems [42], which state that the
ground-state energy is a functional of electron density ρ(r), thereby reducing the description of
the system from a 3N dimensional wave function Ψ to a functional of three space variables ρ.
However, the Hohenberg-Kohn (HK) theorems only prove the existence of a density functional,
but do not provide any insight on how to find it. This was overcome in 1965 when Kohn and
Sham [43] introduced an auxiliary system of effective non-interacting electrons whose density
equals the density of the real system. The KS-DFT enabled the construction of useful and prac-
tical density functional approximations (DFA), and in what follows, we briefly summarize its
main aspects.

Electron density, the central quantity in the DFT, is expressed in terms of the many-body wave
function as:

ρ(r) = N
∫

|Ψ(x,x2, ...,xN )|2 dσdx2 ...dxN , (2.13)

where coefficient N arises due to the indistinguishability of electrons. The physical meaning of
ρ(r) is therefore the probability to find any of the N electrons in elementary volume dr. Trivially,
integrated over all space ρ(r) gives N . The Hohenberg-Kohn theorems tell us that the total
energy is a functional of ρ:

E [ρ] = T [ρ]+Vee[ρ]+Vext[ρ] = FHK[ρ]+
∫
ρ(r)Vext(r)dr , (2.14)

where T [ρ] is the kinetic energy functional, Vee[ρ] is the Coulomb energy, and Vext[ρ] is the ex-
ternal potential (due to the nuclei). In the above, we also defined the universal Hohenberg-Kohn
functional, FHK[ρ] = T [ρ]+Vee[ρ]. If it was known, the ground-state energy could be computed

10



Chapter 2. Theoretical Framework

exactly for any system. Kohn and Sham introduced a noninteracting reference system described
by the KS Hamiltonian:

ĤKS = T̂KS + V̂KS =−1

2

N∑
i=1

∇2
ri
+

N∑
i=1

veff(ri ) , (2.15)

where there is no electron repulsion term, and veff is the effective one-electron potential. The
ground-state wave function of this Hamiltonian is given by a Slater determinant (2.5), with the
corresponding density:

ρ(r) =
N∑

i=1

∑
σ

|ψi (r,σ)|2 . (2.16)

The kinetic energy of the Kohn-Sham system is given by

Ts[ρ] =
N∑

i=1
〈ψi |− 1

2∇2
ri
|ψi 〉 , (2.17)

which allows one to rewrite FHK[ρ] as

FHK[ρ] = Ts[ρ]+ J [ρ]+Exc[ρ] , (2.18)

where we defined the exchange-correlation (xc) functional

Exc ≡ T [ρ]−Ts[ρ]+Vee[ρ]− J [ρ] . (2.19)

J [ρ] is the classical part of the Coulomb potential energy (Hartree energy):

J [ρ] = 1

2

∫
ρ(r)ρ(r′)
|r′− r| drdr′ , (2.20)

which corresponds to the same Coulomb operator (2.8) as in the HF theory. The total energy
functional thus takes the form

E [ρ] = Ts[ρ]+Vext[ρ]+ J [ρ]+Exc[ρ] . (2.21)

Essentially, the Kohn-Sham (KS) approach to DFT provides a good approximation to the kinetic
energy of electrons, which was the major problem in earlier attempts to construct a density
functional, e.g., the Thomas-Fermi model [44, 45]. The remaining unknown parts of the HK
functional are “hidden under the carpet” by defining Exc and further approximating it by rela-
tively simple functional forms. The success of the KS-DFT is based on the fact that almost all
kinetic energy T [ρ] is recovered by Ts[ρ] and only a small correction enters Exc. In addition, Exc

also describes the beyond-classical part of the Coulomb potential, which includes exchange
and correlation effects (hence the name).

Using the variational principle (2.10), the Kohn-Sham equations for orbitals can be obtained in
the form: [

−1

2
∇2

r + veff(r)

]
ψi (x) = εiψi (x) , (2.22)

veff(r) = vext(r)+
∫

ρ(r′)
|r′− r| dr′+ vxc(r) , (2.23)

with the exchange-correlation potential

vxc(r) = δExc

δρ(r)
. (2.24)
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Since the effective KS potential depends on ρ, these equations have to be solved together with
Eq. (2.16) using a self-consistent iterative procedure, starting from an initial guess for orbitals
and minimizing the total energy. Mathematically, the KS equations (2.22) are completely analo-
gous to the HF equations (2.6), with the only important difference that instead of the nonlocal,
orbital-dependent potential vHF, in the KS scheme there is a local, orbital-free (i.e. the same for
all KS electrons) xc potential vxc. This locality makes the KS equations somewhat easier to solve,
with a computational scaling of O (N 3) compared to O (N 4) for the canonical HF algorithm.

Another fundamentally important difference is that the KS-DFT provides, in principle, exact
framework to solve Schrödinger equation, assuming the exact functional Exc[ρ] were known.
In contrast, the HF method is approximate by construction, as it neglects electron correlation
altogether. While HF can be systematically improved through a hierarchy of post-HF correla-
tion methods, KS-DFT relies on approximations to Exc[ρ] for practical use. Although there is
no universally systematic path for improving these functionals, significant progress has been
made by incorporating exact constraints, physical insights, and empirical data.

To design practical approximations, the xc energy is split into two parts Exc[ρ] = Ex[ρ]+Ec[ρ]
called exchange and correlation functionals, respectively. In the same 1965 paper [43], Kohn
and Sham proposed the first parametrization of Exc[ρ], based on homogeneous electron gas
model system and widely known as the local density approximation (LDA). In general, the xc
energy term is approximated as an explicit functional of ρ(r) and its gradients in conventional
LDA and generalized gradient approximations (GGAs), and as a functional of the orbitals ψi (r)
in more advanced functionals (meta-GGA, hybrids, etc.). However, before diving into specific
examples of density functional approximations (DFAs), it is instructive to start with the formally
exact way to construct xc-functional using the adiabatic connection formalism.

2.1.4 Adiabatic-Connection Fluctuation-Dissipation Theorem

The idea of adiabatic connection is to construct a continuous path from the non-interacting KS
system to the fully interacting physical system by slowly (adiabatically) switching on interelec-
tronic Coulomb interaction in the Hamiltonian. This is usually done via introducing a coupling
constant λ to the Hamiltonian:

Ĥλ = T̂ +λV̂ee + V̂λ , (2.25)

where V̂λ is the external potential, coinciding with the KS potential V̂KS at λ = 0 and with the
real external potential V̂ext at λ= 1. There are infinite paths connecting λ= 0 and λ= 1; in DFT,
the path is chosen such that the ground-state electron density is kept fixed at its physical value
for all λ ∈ [0,1], which is imposed by the V̂λ operator, having a non-trivial (unknown explicitly)
dependence on λ.

Just like for the physical system, it is possible to define a universal functional of density associ-
ated with the system of Eq. (2.25) for every λ:

Fλ[ρ] = T [ρ]+λVee[ρ] , (2.26)

as well as the total energy functional:

E(λ)[ρ] = Fλ[ρ]+Vλ[ρ] . (2.27)

The electronic energy of the real system E (λ= 1) can be obtained from the KS energy E0 (λ= 0)
by performing integration:

E [ρ] = E0[ρ]+
1∫

0

dλ
dE(λ)

dλ
= E0[ρ]+

1∫
0

dλ
dFλ[ρ]

dλ
+

1∫
0

dλ
dVλ[ρ]

dλ
. (2.28)
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According to the Hellmann-Feynman theorem, in the derivative

dFλ[ρ]

dλ
= 〈∂Ψλ[ρ]

∂λ

∣∣ T̂ +λV̂ee
∣∣Ψλ[ρ]

〉+〈
Ψλ[ρ]

∣∣V̂ee
∣∣Ψλ[ρ]

〉+〈
Ψλ[ρ]

∣∣ T̂ +λV̂ee
∣∣∂Ψλ[ρ]

∂λ

〉
(2.29)

the first and third terms vanish, since the system is always in the ground state along the integra-
tion path, and any variation ofΨλ[ρ] keeping the density constant gives a vanishing variation of
Fλ[ρ] (Ψλ[ρ] denotes many-electron wave function yielding the fixed density ρ) [36]. Inserting

the second term of the derivative into (2.28) and integrating the term with ∂Vλ[ρ]
∂λ , we obtain:

E [ρ] = Ts[ρ]+Vλ=0[ρ]+
1∫

0

dλ
〈
Ψλ[ρ]

∣∣V̂ee
∣∣Ψλ[ρ]

〉+Vλ=1[ρ]−Vλ=0[ρ] . (2.30)

By introducing the electron density operator

ρ̂(r) =
N∑

i=1
δ(r− r̂i ) , (2.31)

the integrand in (2.30) can be rewritten as:

〈
Ψλ

∣∣ 1

2

∑
i ̸= j

1

|ri − r j |
∣∣Ψλ

〉= 1

2

Ï
drdr′

〈
Ψλ

∣∣ ρ̂(r)[ρ̂(r′)−δ(r− r′)]

|r− r′|
∣∣Ψλ

〉
. (2.32)

Further, by adding and subtracting Hartree term J [ρ] (2.20) one can get:

E [ρ] = Ts[ρ]+Vext[ρ]+ J [ρ]+ 1

2

1∫
0

dλ
Ï

drdr′
〈
Ψλ

∣∣ ρ̂(r)[ρ̂(r′)−δ(r− r′)]−ρ(r)ρ(r′)
|r− r′|

∣∣Ψλ

〉
. (2.33)

Finally, comparing to Eq. (2.21) we obtain the formally exact expression for the xc energy:

Exc[ρ] = 1

2

1∫
0

dλ
Ï

drdr′
ρλxc(r,r′)ρ(r)

|r− r′| , (2.34)

where we introduced the so-called exchange-correlation hole:

ρλxc(r,r′) =
〈
Ψλ

∣∣δρ̂(r)δρ̂(r′)
∣∣Ψλ

〉
ρ(r)

−δ(r− r′) , (2.35)

with δρ̂(r) = ρ̂(r) − ρ(r) being the fluctuation of the density operator around its expectation
value. Exchange-correlation hole describes how the presence of an electron at point r affects
the probability density of all other electrons at another point r′ [46], i.e. it is related to the
density-density correlation function.

The next step involves connecting the density correlations to the system’s response properties
through the zero-temperature fluctuation-dissipation theorem (FDT). This theorem, a corner-
stone of statistical physics, asserts that a system in thermodynamic equilibrium responds to
weak external perturbations in the same way it responds to spontaneous internal fluctuations
when no perturbation is applied [47]. The particular formulation of the FDT for density fluctu-
ations leads to [48] 〈

Ψλ

∣∣δρ̂(r)δρ̂(r′)
∣∣Ψλ

〉=− 1

π

∞∫
0

dω Imχλ(r,r′,ω) , (2.36)
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where χλ(r,r′,ω) is the linear density response of the λ-scaled system. The integral of its imag-
inary part over the real frequency can be substituted by the integration along the imaginary

axis using the Wick rotation [49] as
∞∫
0

dω Imχλ(ω) =
∞∫
0

dωχλ(iω). Ultimately, introducing a

shorthand notation for Coulomb operator ν(r,r′) = 1/|r− r′|, we arrive at the renowned ACFD
expression for Exc:

Exc =− 1

2π

1∫
0

dλ
Ï

drdr′ν(r,r′)

 ∞∫
0

dωχλ(r,r′, iω)−ρ(r)δ(r− r′)

 . (2.37)

For the case of a non-interacting KS system, the response function can be expressed explicitly
in terms of KS orbitals ψi (r), orbital eigenvalues εi and occupation factors fi as [50, 51]:

χ0(r,r′, iω) =∑
i j

( fi − f j )
ψ∗

i (r)ψ j (r)ψ∗
j (r′)ψi (r′)

εi −ε j + iω
. (2.38)

This leads to a HF-like exact exchange (EX) term:

E EX
x =− 1

2π

Ï
drdr′ν(r,r′)

 ∞∫
0

dωχ0(r,r′, iω)−ρ(r)δ(r− r′)

=

=−∑
i j

fi f j

Ï
drdr′ψ∗

i (r)ψ j (r)ν(r,r′)ψ∗
j (r′)ψi (r′) .

(2.39)

The remaining part of Exc is the correlation energy:

Ec = Exc −E EX
x =− 1

2π

∞∫
0

dω
Ï

drdr′ν(r,r′)

 1∫
0

dλχλ(r,r′, iω)−χ0(r,r′, iω)

 . (2.40)

Using the shorthand notation Tr[AB ] = ∫
dr

∫
dr′ A(r,r′)B(r′,r), this equation can be written in

a more compact form:

Ec =− 1

2π

∞∫
0

dω

1∫
0

dλTr[χλν−χ0ν] . (2.41)

This formula would yield the exact correlation energy if the density-response function of the
λ-scaled system was known. In practice, however, χλ(r,r′, iω) has to be approximated.

The interacting response function χλ and the KS response function χ0 are related by the Dyson-
like screening equation [52] of the time-dependent density functional theory (TDDFT) [53]:

χλ(r,r′, iω) =χ0(r,r′, iω)+
Ï

dr1dr2χ0(r,r1, iω)[λν(r1,r2)+ fxc,λ(r1,r2, iω)]χλ(r2,r′, iω) , (2.42)

where fxc,λ is the so-called exchange-correlation kernel [52], which is still unknown in gen-
eral form. The simplest approximation is therefore to simply neglect fxc,λ in Eq. (2.42), which
is known as random phase approximation (RPA) and captures accurately long-range vdW dis-
persion. However, it is quite inaccurate for short-range correlations, therefore practical calcu-
lations often rely on the range separation of correlation energy, when its short-range part is
described by a semi-local or hybrid DFA and the long-range part is recovered using the ACFD
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expression. To avoid double-counting at a short range, the Coulomb potential in the ACFD
formula can be range-separated:

ν(r,r′) = (
1− f (|r− r′|))ν(r,r′)+ f (|r− r′|)ν(r,r′) , (2.43)

where f (R) is a range-separation functions such that f (0) = 0 and f (R) → 1 as R → ∞. This
leads to partitioning Ec into short- and long-range parts, Ec = Ec,sr + Ec,lr. Ec,sr can then be
evaluated using an approximate density functional, while Ec,lr can be obtained from the ACFD
expression (2.41) using the long-range part of Coulomb potential f (r− r′)ν(r,r′). For a more
rigorous discussion of the range separation, see e.g. Refs. [54, 55].

However, even within RPA in modern implementations, computation of Ec using (2.40) scales
as O (N 5), and further simplifying approximations are desirable to make accurate calculations
of long-range correlation energy more scalable; some of them will be discussed in Section 2.3.

2.1.5 Exchange-Correlation Functionals

Hundreds of xc functionals have been proposed since 1965 when the modern DFT in its Kohn-
Sham formulation was born. To navigate in this sea of functionals, the metaphoric “Jacob’s
ladder” concept was proposed by Perdew [56], which classifies DFAs on the rungs of this ladder
depending on the level of rigor and accuracy. On the first rung, there is LDA functional [43]

E LDA
xc [ρ] =

∫
ρ(r)εHEG

xc (ρ(r))dr , (2.44)

where εHEG
xc (ρ) is the exchange-correlation energy per particle of the homogeneous electron gas

(HEG) with the density ρ. The HEG consists of a uniformly distributed density of electrons in
space and the positive background charge density, which is also constant and interacts with
electrons and itself electrostatically. The density ρ of electrons therefore fully specifies the HEG
system, which is the key physical model underlying the DFT.

The exchange energy per particle of the HEG was first derived by Dirac [57]:

εHEG
x (ρ) =−3

4

(
3ρ

π

)1/3

=−
(

35

44 ·π2

)1/3
1

rs
≈−0.458

rs
, (2.45)

where we introduced the Wigner-Seitz radius rs = (3/4πρ)1/3. The per-particle correlation en-
ergy εc cannot be derived analytically but was computed nearly exactly by Ceperley and Alder
using Quantum Monte Carlo (QMC) [58], whose results were fitted by accurate analytical para-
metrizations [59]. Recently, the alternative many-body perturbation theory approach yielded a
simple expression for εc [60], which agrees within 2 mHa with the near-exact QMC results [58]:

εHEG
c (ρ) ≈ a ln

(
1+ b

rs
+ b

r 2
s

)
, (2.46)

with a = (ln2−1)/2π2 and b = 20.4562557.

LDA works fairly well for covalent solids and metals, whose density is relatively slowly varying,
and it fails for molecules due to their highly inhomogeneous density. The main deficiency of
the LDA is the so-called self-interaction error. The origin of this error can be understood if
one considers a single electron, which should have zero interaction energy. This is correctly
predicted by e.g. Hartree-Fock theory, where Hartree and exchange energies exactly cancel each
other for the one-electron case [34]. In LDA, this cancellation is incomplete; moreover, the LDA
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2.1 Electronic Many-Body Problem

correlation functional does not vanish in one-electron systems [36], resulting in an unphysical
contribution to the energy that can be interpreted as an electron interacting with itself.

This self-interaction error causes LDA and LDA-based functionals to artificially spread out (over-
delocalize) the electron density. Another significant source of such an error, now broadly termed
the delocalization error, stems from the failure of LDA (and many other DFAs) to enforce piece-
wise-linear energy dependence for fractional electron numbers [61, 62]. The delocalization
error leads to the underestimation of band gaps, spurious charge transfer, and poor reaction
barriers [61, 62], and it has been described as “the greatest outstanding challenge in density-
functional theory” [62].

The next milestone in the DFA development was the generalized gradient approximations (GGA),
having the generic form

E GGA
xc [ρ] =

∫
eGGA

xc (ρ(r),∇ρ(r))dr , (2.47)

where eGGA
xc is some energy density function. To evaluate xc energy at a given point, GGAs use

not only the local information via density at this point (like in LDA) but also include informa-
tion from the vicinity of that point through density gradient. GGAs generally provide a good
improvement over LDA on molecular systems and form the second rung of the functionals lad-
der; however, their accuracy is still limited due to the delocalization error inherited from LDA.

The Perdew-Burke-Ernzerhof (PBE) functional [63] is an outstanding example among GGAs.
Unlike many other GGAs, the PBE functional does not have any fitted parameters; it is the most
widely used functional for various DFT calculations across materials science and chemistry. In
the spin-independent form, the PBE exchange energy density reads

ePBE
x (ρ,∇ρ) = ρεHEG

x (ρ)F PBE
x (s) , (2.48)

where we introduced the exchange enhancement factor F ,

F PBE
x (s) = 1+κ− κ

1+µs2/κ
, (2.49)

with s = |∇ρ|/(2kFρ) being the reduced density gradient (see Section 4.6 for more discussion
about s), depending on the Fermi wave vector kF = (3π2ρ)1/3, while µ and κ are numerical
parameters. The PBE correlation energy density is given by

ePBE
c (ρ↑,ρ↓,∇ρ↑,∇ρ↓) = ρ [

εHEG
c (ρ↑,ρ↓)+H(ρ↑,ρ↓, t )

]
, (2.50)

where ρ = ρ↑+ρ↓ is the sum of spin-up and spin-down densities, H(ρ↑,ρ↓, t ) is a rather elabo-
rate mathematical function [63], and t = |∇ρ|/(2φ(ζ)ρ

√
4kF /π) is another dimensionless den-

sity gradient (adapted to correlation), with spin-scaling function φ(ζ) = [(1+ζ)2/3+ (1−ζ)2/3]
/

2
depending on the relative spin polarization ζ= (ρ↑−ρ↓)

/
ρ.

The third rung of Jacob’s ladder is represented by the meta-GGA functionals, which include the
dependence on the Laplacian of the density and/or on the KS kinetic energy density τ(r):

τ(r) = 1

2

N∑
i=1

|∇ψi (r)|2 . (2.51)

Since GGA and meta-GGA functionals both rely on density gradient information around the
given point, together they are often referred to as semi-local approximations. The motivation
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to use τ(r) is because it contains information similar to the Laplacian, which can be seen from
its second-order gradient expansion:

τ(r) ≈ τHEG(r)+ 1

72

|∇ρ(r)|2
ρ(r)

+ 1

6
∇2ρ(r) , (2.52)

and τ(r) is also useful for identifying different spatial regions of electronic density [64]. This can
be done by comparing it with the von Weizsäcker kinetic energy density,

τW(r) = |∇ρ(r)|2
8ρ(r)

, (2.53)

which is exact for one- and two-electron systems. For instance, the iso-orbital indicator [64]:

h(r) = τ(r)−τW(r)

τHEG(r)
, (2.54)

where τHEG(r) = 3
10 (3π2)2/3ρ5/3(r) is the non-interacting kinetic energy density of the HEG. The

indicator h(r) can distinguish one-orbital regions (e.g. covalent bonds) with h = 0, slowly vary-
ing density regions (h ≈ 1), and regions of density tails overlap characteristic to noncovalent
interactions (h ≫ 1). The use of orbital-dependent τ(r) allows meta-GGA to essentially elimi-
nate the self-interaction error in the correlation functional [36]. However, their exchange part is
still contaminated with the self-interaction error; also, meta-GGAs often suffer from numerical
instabilities. Among the prominent meta-GGA examples, TPSS [65] and SCAN [66] functionals
are worth mentioning, while the development of better meta-GGAs remains the area of active
research.

The self-interaction error in the exchange functional is substantially reduced in the hybrid func-
tionals named so because of mixing a portion of HF-like exact exchange from Eq. (2.39) with the
base GGA functional. This idea was first proposed by Becke [67, 68] in a three-parametric form,
exemplified below with the B3LYP [69], the most popular functional of this form:

E B3LYP
xc [Φ] = aE EX

x [Φ]+bE B88
x [ρΦ]+ (1−a −b)E LDA

x [ρΦ]+ cE LYP
c [ρΦ]+ (1− c)E LDA

c [ρΦ] , (2.55)

with a = 0.20, b = 0.72, and c = 0.81 found by fitting the energies of small molecules. Note that
B3LYP uses different GGA functionals for exchange (Becke, B88 [70]) and correlation (Lee-Yang-
Parr, LYP [71]), the strategy very commonly adopted in the development of DFAs and leading
to combinatorial increase in their number. Φ in Eq. (2.55) denotes the Slater determinant com-
posed of the KS orbitals, and ρΦ is the corresponding density.

Later, a simpler one-parametric hybrid approximation was suggested, with PBE0 functional [72]
as a prominent example:

E PBE0
xc [Φ] = aE EX

x [Φ]+ (1−a)E PBE
x [ρΦ]+E PBE

c [ρΦ] . (2.56)

The fraction of exact exchange is fixed at a = 0.25 following the rationale proposed in Ref. [73],
which is used also in many other hybrid approximations. Hence, there is the ‘0’ in the name,
emphasizing the non-empirical nature of a (in the sense of no fitting to reference energies). In
general, hybrid functionals (4th rung) offer a systematic improvement over semi-local approx-
imations for molecules with large electronic gaps, while systems with stretched bonds or with
transition metal elements remain challenging examples even for hybrids.

There are more advanced approximations, such as range-separated hybrids (the long-range ex-
act exchange plus the short-range GGA exchange) and double hybrids (mixing a fraction of the
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Figure 2.1: Pictorial representation of noncovalent interactions. Note that “polarization” is also often
termed as “induction”. Reproduced with permission from Ref. [74]. © 2017 John Wiley & Sons, Ltd.

MP2 correlation energy in addition to mixing the exact exchange). However, they are not ap-
plied in this thesis and hence not covered here, see e.g. Ref. [36] for further reading. The nonlo-
cal vdW density functionals as well as semi-local DFT+vdW methods are discussed in detail in
Section 2.3.

2.2 Noncovalent Interactions

Noncovalent interactions between closed-shell molecules can be broadly categorized into four
types: electrostatics, exchange repulsion, induction (or polarization), and dispersion. In the
framework of a textbook perturbation theory, electrostatics refers to the Coulomb interaction
between static charge distributions, described by permanent multipoles at long range (e.g.,
dipole-dipole or dipole–quadrupole). Exchange repulsion force stems from the Pauli exclu-
sion principle, which prevents same-spin electrons from occupying the same space. Induc-
tion describes the interaction between static density and the density polarization it induces on
a neighboring molecule. Finally, dispersion results from interactions between instantaneous
multipoles generated by zero-point electron fluctuations, which induce corresponding multi-
poles in adjacent molecules. Notably, the dispersion is universally present, as it does not rely
on permanent multipoles. The physical nature of these four interactions is visually depicted in
Figure 2.1.

We now provide a rigorous mathematical definition for each of the aforementioned interactions
using the framework of the symmetry-adapted perturbation theory.

2.2.1 Symmetry-Adapted Perturbation Theory

Methods of quantum chemistry and DFT enable accurate computations of total energies Etot

for electronic systems. However, in most cases, we are interested in interaction energy rather
than the total energy. For a complex AB at its equilibrium geometry, the interaction energy Eint

is usually defined as
Eint(AB) = Etot(AB)−Etot(A)−Etot(B) , (2.57)

where total energies of fragments A and B are calculated at their geometries in complex (i.e.,
the deformation energy of fragments is ignored). This is the so-called supermolecular approach
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to compute the interaction energy using any electronic structure method. Such a straightfor-
ward approach, however, implies obtaining a small number as a difference of two large num-
bers, which requires the method in use to be very accurate. This becomes especially relevant in
the context of noncovalent interactions (NCI), whose energies are several orders of magnitude
smaller than the total energies. In addition, the supermolecular approach is prone to the basis
set superposition error (BSSE), resulting from a more saturated basis set in a dimer calculation
compared to monomer counterparts.

The alternative approach, offered by the symmetry-adapted perturbation theory (SAPT), en-
ables the direct calculation of the interaction energy without performing the actual correlated
calculation for a dimer. Moreover, instead of a single number provided by the supermolecular
approach, SAPT provides the total interaction energy as the sum of components correspond-
ing to basic noncovalent interactions. As the name suggests, SAPT is based on the perturba-
tional treatment of the molecular Hamiltonian. Within the context of this thesis, SAPT is mostly
used as a benchmark method, providing reliable estimates for physical components of the in-
teraction energy. Therefore, this section gives only a brief overview of the main concepts and
equations of SAPT; more detailed discussions can be found e.g. in Refs. [37, 38].

Rayleigh-Schrödinger Perturbation Theory At Long Range

We start from the Hamiltonian of interacting monomers A and B

Ĥ = ĤA + ĤB + V̂ , (2.58)

where ĤA and ĤB are the Hamiltonians of isolated monomers, and the intermolecular interac-
tion operator

V̂ = ∑
i∈A

∑
j∈B

1

|ri − r j |
− ∑

j∈B

∑
α∈A

Zα
|r j −Rα|

− ∑
i∈A

∑
β∈B

Zβ
|ri −Rβ|

+ ∑
α∈A

∑
β∈B

ZαZβ
|Rα−Rβ|

, (2.59)

will be treated as a perturbation. Notation is self-explanatory, with i , j marking electrons and
α,β indexing nuclei. We assume that eigenstates and eigenfunctions of ĤA and ĤB are known:

ĤAΨ
A
0 = E A

0 Ψ
A
0 , ĤBΨ

B
0 = E B

0 Ψ
B
0 , (2.60)

leading to the zeroth-order wave function and energy of the dimer as

Ψ0 =ΨA
0Ψ

B
0 , E0 = E A

0 +E B
0 . (2.61)

By labeling electrons such that the first NA of them initially belong to monomer A, and the
others with numbers NA +1, ..., NA +NB are initially assigned to monomer B , the zeroth-order
wave function can be written as

Ψ0(1, ..., NA +NB ) =ΨA
0 (1, ..., NA)×ΨB

0 (NA +1, ..., NA +NB ) , (2.62)

depending on the spatial and spin coordinates of electrons. Clearly,Ψ0 respects the Pauli exclu-
sion principle (2.4) within each monomer. However, the intermolecular Pauli exclusion princi-
ple is not obeyed by this wave function, which means that interaction energies obtained by per-
turbing Ψ0 with operator (2.59) will miss the exchange contributions. This approach is known
as polarization approximation [37, 75]. Despite neglecting the exchange effects, it provides the
correct leading-order terms in the asymptotic expansion of the intermolecular interaction en-
ergy, where the exchange is negligibly small [9]. Moreover, the textbook Rayleigh-Schrödinger
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perturbation theory (RSPT) [9] used in polarization approximation can be modified to incorpo-
rate exchange effects by a suitable permutational symmetry adaptation (vide infra).

The standard RSPT gives the first-order energy correction:

E (1)
elst = 〈ΨA

0Ψ
B
0 |V̂ |ΨA

0Ψ
B
0 〉 , (2.63)

which can be rewritten in the form

E (1)
elst =

Ï
ρtot

A (r)ρtot
B (r′)

|r− r′| drdr′ , (2.64)

in terms of total (electronic plus nuclear) charge densities of the fragments:

ρtot
X (r) =−ρX (r)+ ∑

α∈X
Zαδ(r−Rα) , X = A,B . (2.65)

Eq. (2.64) provides a clear physical interpretation for E (1)
elst as the electrostatic between the un-

perturbed charge densities of the monomers.

The second-order RSPT energy correction consists of the two terms. The first one includes
excitations only on one of the monomers and is called induction energy:

E (2)
ind = E (2),A←B

ind +E (2),B←A
ind =− ∑

k ̸=0

|〈ΨA
0Ψ

B
0 |V̂ |ΨA

kΨ
B
0 〉|2

E A
k −E A

0

− ∑
k ̸=0

|〈ΨA
0Ψ

B
0 |V̂ |ΨA

0Ψ
B
k 〉|2

E B
k −E B

0

, (2.66)

where ΨX
k and E X

k are the excited wave functions and energies of the operator ĤX , X = A,B .
The notation A ← B means that the monomer A is perturbed (polarized) by the presence of B .
The corresponding first-order correction to the wave function is given by

Ψ(1)
ind =− ∑

k ̸=0

〈ΨA
kΨ

B
0 |V̂ |ΨA

0Ψ
B
0 〉

E A
k −E A

0

ΨA
kΨ

B
0 − ∑

k ̸=0

〈ΨA
0Ψ

B
k |V̂ |ΨA

0Ψ
B
0 〉

E B
k −E B

0

ΨA
0Ψ

B
k . (2.67)

Further insight into the meaning of the induction term can be obtained by expressing Eq. (2.66)
through the densities as [38]

E (2),A←B
ind =−1

2

Ï ρ(1)
ind,A(r)ρtot

B (r′)

|r− r′| drdr′ , (2.68)

where ρ(1)
ind,A(r) is the first-order induced electron density on molecule A due to the molecule

B [38]. Thus, the induction term can be interpreted as the density deformation of molecule A
(by the electric field of B), that furthermore interacts with the unperturbed density of B . The
1/2 coefficient can be understood as half of the Coulomb interaction energy between ρ(1)

ind,A(r)

and ρtot
B (r′) is spent as the quantum-mechanical “work” to polarize the density of A [38], similar

to the classical explanation for 1/2 factor in polarization energy [9]. An analogous expression
can be written for E (2),B←A

ind .

Another second-order term from the RSPT interaction energy, dispersion energy, involves exci-
tations on both monomers:

E (2)
disp =− ∑

m ̸=0

∑
n ̸=0

|〈ΨA
0Ψ

B
0 |V̂ |ΨA

mΨ
B
n 〉|2

(E A
m −E A

0 )+ (E B
n −E B

0 )
. (2.69)

This expression was first derived by London [6], who applied it to the quantum harmonic oscil-
lator as the model for atomic response and using the multipole expansion obtained the famous
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−C6/R6 leading-order term for the asymptotic dispersion energy. Alternative theoretical and
practical approaches to calculating dispersion energy are discussed separately in Section 2.3.

We note that the dispersion energy cannot be easily represented in terms of monomer densities,
unlike the electrostatic and induction contributions, as the first-order dispersion correction to
the wave function

Ψ(1)
disp =− ∑

m ̸=0

∑
n ̸=0

〈ΨA
mΨ

B
n |V̂ |ΨA

0Ψ
B
0 〉

(E A
m −E A

0 )+ (E B
n −E B

0 )
ΨA

mΨ
B
n (2.70)

involves intermonomer correlation of electronic positions [38]. However, Eq. (2.69) can be re-
formulated in an alternative form known as the generalized Casimir-Polder equation [9, 76–79]:

E (2)
disp =− 1

2π

∞∫
0

dω
Ï

drdr′
Ï

dr′′dr′′′
χA(r,r′, iω)

|r− r′′|
χB (r′′,r′′′, iω)

|r′− r′′′| , (2.71)

where χX (r,r′, iω) is the density-density response function of a system X , in this context some-
times called frequency-dependent density susceptibility (FDDS):

χX (r,r′,ω) = 2
∑

m ̸=0

E X
m −E X

0

(E X
m −E X

0 )2 −ω2
〈ΨX

0 |ρ̂(r)|ΨX
m〉〈ΨX

m |ρ̂(r′)|ΨX
0 〉 , (2.72)

where ρ̂(r) is the density operator (2.31). While being formally exact, the expression (2.71) in-
volves a 13-dimensional integration, making it a computationally expensive route to get the
dispersion energy. If we substitute the density operator with the dipole operator in Eq. (2.72),
we would obtain the expression for nonlocal dipole polarizability α(r,r′, iω), another linear re-
sponse function (tensor). Using accurate (semi-)local approximations toα(r,r′, iω), the disper-
sion energy could be evaluated in much more practical ways. Please see Section 2.3.1 for the
discussion about the connection between χ(r,r′, iω) and α(r,r′, iω).

Symmetry Adaptation

To make perturbation theory applicable throughout the full range of intermonomer distances,
the antisymmetry of the dimer wave function relative to the intermonomer electron exchange
should be enforced to account for exchange energy contributions. There are multiple ways to
do this symmetry adaptation, see e.g. Ref. [37] for the review. However, all practical imple-
mentations of SAPT use the simplest symmetrized Rayleigh-Schrödinger (SRS) approach [80],
sometimes also called weak symmetry forcing [37, 75]. The main idea is that the wave functions
are still computed using the ordinary RSPT, but the energy expressions are antisymmetrized.
Then the exchange energy contributions can be computed as the differences between the cor-
responding SRS and RS energy corrections [81], i.e.

E (n)
exch = E (n)

SRS −E (n)
RS , n = 1,2 , (2.73)

where the SRS energies are computed as

E (1)
SRS =

〈ΨA
0Ψ

B
0 |V̂ A |ΨA

0Ψ
B
0 〉

〈ΨA
0Ψ

B
0 |A |ΨA

0Ψ
B
0 〉

, (2.74)

E (2)
SRS =

〈ΨA
0Ψ

B
0 |(V̂ −E (1)

SRS)AΨ(1)
RS〉

〈ΨA
0Ψ

B
0 |AΨA

0Ψ
B
0 〉

, (2.75)

21



2.2 Noncovalent Interactions

with Ψ(1)
RS =Ψ(1)

ind +Ψ(1)
disp. The operator A introduced in the equations is the all-electron anti-

symmetrizer, which can be formally represented as [75]

A ≈ NA !NB !

(NA +NB )!
AAAB (1+P1) , (2.76)

where AX is the antisymmetrizer for the monomer X and P1 is the single-exchange operator:

P1 =− ∑
i∈A

∑
j∈B

Pi j , (2.77)

with Pi j being the operator exchanging two electrons i and j between monomers A and B . In
Eq. (2.76), we neglected the double and higher-order electron exchanges, which is also known
as S2 approximation, since the resulting exchange energy terms are quadratic in the overlap
integral S [37, 38].

The first order exchange E (1)
exch = E (1)

SRS−E (1)
elst is the dominant exchange contribution, accounting

for about 90% of the total exchange energy at the van der Waals minima of dimers [37]. The
second-order exchange naturally splits into the induction and dispersion parts:

E (2)
exch = E (2)

SRS −E (2)
RS = E (2),A←B

exch−ind +E (2),B←A
exch−ind +E (2)

exch−disp ≡ E (2)
exch−ind +E (2)

exch−disp , (2.78)

which can be obtained by inserting Eqs. (2.67) and (2.70) into (2.75) [37, 38]. Both second-order
exchange terms are repulsive in the ground state, reflecting the short-range quenching of the
attractive induction and dispersion interactions imposed by the Pauli exclusion principle [75].

Thus, the total second-order SAPT interaction energy contains six terms:

E (2),SAPT
int = E (1)

elst +E (1)
exch +E (2)

ind +E (2)
exch−ind +E (2)

disp +E (2)
exch−disp . (2.79)

Often, it is convenient to pair the corresponding second-order contributions together,

E (2)
indx = E (2)

ind +E (2)
exch−ind , E (2)

dispx = E (2)
disp +E (2)

exch−disp , (2.80)

which reduces the number of terms to four, corresponding to four basic noncovalent inter-
actions and enabling the comparison with other energy decomposition analysis (EDA) meth-
ods [38]. For instance, the induction terms E (2)

ind and E (2)
exch−ind almost exactly cancel out for

neutral monomers with spherically symmetric densities, like in noble gases [8]. In Figure 1.1
for argon dimer, we plotted E (2)

dispx in green and the sum of the remaining terms in Eq. (2.79) in
pink, while the total SAPT interaction energy is displayed in black.

Practical SAPT Methods and Applications

All the discussion above, where we introduced the SAPT framework, assumed for simplicity that
the monomer energies and wave functions are known exactly at the full CI level. However, such
computations can be carried out in practice only for the smallest systems, like He–He or He–H
dimers [75]. Therefore, in practical calculations, one has to opt for a simpler method to pro-
vide zeroth-order wave functions and energies. The natural choice is to use the Hartree-Fock
method, which leads to the so-called SAPT0 method. However, the HF wave functions com-
pletely neglect electron correlations inside monomers, and the method can be improved by
using the Møller-Plesset (MP) perturbation theory to the second or higher order to recover (at
least partially) intramolecular correlation effects [37, 38, 75]. Additionally, the third-order SRS
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perturbation terms for interaction energy can be included [37, 38, 75]. If very accurate inter-
action energies are needed, one might even start from CCSD-level monomer wave functions,
leading to the SAPT(CCSD) [8, 82].

However, quantum chemistry methods like MPn or coupled cluster scale steeply with the num-
ber of orbitals, preventing their use within the SAPT framework beyond the small monomers.
A more efficient alternative is using the KS-DFT for the monomer description, resulting in the
SAPT(DFT) method [79, 83]. To achieve accurate first-order energies, it is important to perform
the asymptotic correction of the xc potential to ensure the physically correct behavior [75]. For
accurate induction1 and dispersion energies, the FDDSs entering Eq. (2.71) are obtained by
solving linear-response equations of the time-dependent DFT (TDDFT) [53], which is some-
times called the coupled Kohn-Sham (CKS) approach. Therefore, the SAPT(DFT) interaction
energy can be written as

E SAPT(DFT)
int = E (1)

elst(KS)+E (1)
exch(KS)+E (2)

indx(CKS)+E (2)
dispx(CKS) . (2.81)

Overall, the SAPT(DFT) is a reliable practical method for computing interaction energies at an
accuracy comparable to the “golden standard” CCSD(T) method [38, 75, 81]. Importantly, the
SAPT(DFT) is much more accurate for interaction energies than the supermolecular DFT ap-
proach. The great advantage of SAPT(DFT) over the high-level quantum chemistry methods is
its physical interpretability, as SAPT provides a decomposition of the total interaction energy
onto the well-defined components instead of a single number. Last but not least, the O (N 5)
scaling can be achieved for SAPT(DFT) by using density fitting techniques [79, 83], which is a
significant speed-up over the O (N 7) scaling of CCSD(T); memory requirements are also much
lower for SAPT(DFT) [37, 75].

In this thesis, SAPT will be mostly used as a benchmark method for the interaction energy
components. In addition, the numerical analysis of the relationship between SAPT, the Tang-
Toennies potentials (see below), and the universal vdW-QDO potential developed in this thesis
will be discussed in Section 3.2.2.

2.2.2 Analytical Tang-Toennies Potentials

The Tang-Toennies (TT) potentials [85–87] provide a rigorous and analytically tractable frame-
work for modeling vdW interactions. These potentials are particularly effective for noble-gas
dimers, which are ideal benchmark systems due to their near-exclusive reliance on dispersion
forces. The TT potentials describe interaction energies across arbitrary interatomic distances
with CCSD(T)-level accuracy, seamlessly incorporating both short-range repulsion and long-
range dispersion contributions.

The first widely adopted form of the TT potential was introduced in 2003 [85] and is expressed
as:

VTT(R) = Ae−bR −
5∑

n=3
f TT

2n (R)
C2n

R2n
. (2.82)

Here, the exponential term models short-range repulsion, while the summation over n captures
the long-range dispersion interactions by including the leading-order coefficients C6, C8, and
C10. These coefficients can be obtained from accurate many-body perturbation theory (MBPT)
calculations [88, 89]. The parameters A and b are determined by the minimum conditions:

VTT(Re ) = De ,
dVTT

dR

∣∣∣∣
R=Re

= 0 , (2.83)

1The induction energy can be expressed via FDDSs evaluated at zero frequency [9, 84].
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2.2 Noncovalent Interactions

where Re and De are the equilibrium distance and binding energy of the dimer, typically derived
from high-level reference methods like CCSD(T).

The Tang-Toennies damping function f TT
2n (R) captures quenching of vdW dispersion interac-

tions at short- and mid-ranges:

f TT
2n (z) = 1−e−z

n∑
k=0

zk

k !
, z = bR . (2.84)

This function is derived consistently within the TT model using asymptotic analysis [90]. In this
thesis, a similar approach is adopted to derive a damping function within the quantum Drude
oscillator (QDO) model (see Chapter 3 and Appendix A1).

Recently, the TT potential was extended to arbitrary interatomic distances, including the united-
atom limit, and made conformal, meaning it has a fixed functional shape for all noble-gas
dimers. This generalized form, known as the conformal Tang-Toennies-Sheng potential (TTS),
is defined as [86]:

VTTS(R) = ZA ZB

R
Ushort(x)+DeUlong(x) , (2.85)

where ZA, ZB are nuclear charges, and x = R/Re is the reduced coordinate. The reduced dimen-
sionless potentials Ushort(x) and Ulong(x) are given by:

Ushort(x) = 1

x

(
1+a∗

1 x +a∗
2 x2 +a∗

3 x3)e−α∗x ;

Ulong(x) =
(
1−e−α∗x

)[
A∗xγ

∗
eβ

∗x −
5∑

n=3
f TT

2n (b∗x)
C∗

2n

x2n

]
.

(2.86)

The short-range part, Ushort(x), models approaching the united-atom limit and was first pro-
posed by Buckingham [91]. The long-range component, Ulong(x), is derived from the general-
ized Heitler-London theory [92], which provides a perturbative approach to interaction ener-
gies, which is an alternative to SAPT.

The Tang-Toennies potentials accurately describe binding curves for noble gases and group II
dimers [85, 86, 93]. The TTS potential uses nine independent parameters (excluding nuclear
charges), while the original TT potential in Eq. (2.82) requires five parameters. This complex
parameterization, along with the need for highly accurate interaction coefficients and dimer
parameters, limits the applicability of the TT potentials across the periodic table.

In this thesis, the TT potentials serve as an essential starting point and benchmark for the an-
alytical description of vdW interactions. Inspired by their principles, including the balance
between exchange repulsion and dispersion attraction, as well as the concept of conformality
in the TTS variant, Chapter 3 introduces the universal vdW-QDO potentials. These potentials
aim to achieve TT-level accuracy while maintaining a minimal two-parameter form applicable
across the periodic table.

2.2.3 Quantum Drude Oscillator Model

The quantum Drude oscillator (QDO) model plays a pivotal role in this thesis as a framework
for accurately describing the electronic response and noncovalent interactions in diverse sys-
tems. By representing coarse-grained charge density fluctuations of weakly-bound (valence)
electrons, the QDO model provides an efficient and versatile approach to studying response
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Chapter 2. Theoretical Framework

properties and vdW interactions. With suitable parametrization, it has been successfully ap-
plied to atoms, molecules of varying sizes, biomolecular systems, solids, nanostructures, and
hybrid organic/inorganic interfaces [25, 40, 94–103].

This model delivers an accurate description (within a few percent) of polarization and disper-
sion interactions [25, 99, 100]. Moreover, it captures electron density redistribution induced by
such interactions [25, 104] and provides a robust framework for describing vdW interactions
influenced by external charges and spatial confinement [26, 105, 106]. Notably, the QDO model
paves the way for obtaining full binding energy curves of vdW-bonded dimers [107] through an
appropriate generalization of the fermionic Pauli exchange to this coarse-grained representa-
tion [102, 103, 108].

Drudons and QDO Parameters

In the QDO model, the electronic response is modeled using a quasiparticle called a drudon,
which represents the collective behavior of valence electrons within an atom or molecule. The
Hamiltonian for a single, unperturbed QDO is2

Ĥ0 =− ħ2

2m
∇2

r + 1

2
mω2(r−RA)2 , (2.87)

where m is the drudon’s mass andω is the oscillator frequency. Each drudon is assigned an elec-
tric charge (−q) and is harmonically bound to a positively charged pseudo-nucleus (+q). Im-
portantly, the drudon and its pseudo-nucleus do not interact via direct electromagnetic force.
Their interaction is described solely by a harmonic bond representing time-dependent fluc-
tuations of the charge density from its static equilibrium configuration. Thus, a QDO is fully
characterized by its three parameters {q,m,ω}.

Polarization Interactions

Multipole polarizabilities (αl ) are among the key quantities describing the electronic response
of atoms and molecules. Within the QDO model, these can be derived by considering the per-
turbation caused by a test charge placed at a large distance from the QDO [99]. The resulting
expressions are

αl =
(

q2

mω2

)[
(2l −1)!!

l

]( ħ
2mω

)l−1

. (2.88)

The dipole, quadrupole, and octupole polarizabilities can be recursively expressed via the QDO
parameters as [99]

α1 = q2

mω2
, α2 = 3ħ

4mω
α1 , α3 = 5ħ2

4(mω)2
α1 . (2.89)

As it follows from Eq. (2.88), in the classical limit ħ→ 0 only dipole polarizability survives, high-
lighting the quantum nature of higher-order polarizabilities [99, 109]. A useful invariant derived
from these polarizabilities is given by [99]:

γpol =
√

20

9

α2p
α1α3

= 1 . (2.90)

Comparing this to the experimental ratio γpol for atoms and small molecules reveals a remark-
able agreement [99], witnessing the versatility of the QDO model for computing higher-order
polarizabilities. The agreement is especially good for noble gases and hydrogen, while for alkali
elements the errors can reach 20% [99].

2The formulas in this section are written in atomic units, while explicitly keeping the Planck constant ħ.
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2.2 Noncovalent Interactions

vdW Dispersion Interactions

The QDO model also facilitates closed-form calculations of dispersion coefficients, first demon-
strated by London in his foundational work on dispersion forces [6]. For homonuclear dimers,
the leading-order dispersion coefficients are [99]

C6 = 3

4
ħωα2

1 , C8 = 5ħ
mω

C6 , C10 = 245ħ2

8(mω)2
C6 , (2.91)

which can also be expressed in terms of polarizabilities:

C8 = 5α1α2ħω , C10 =
(

21

2
α1α3 + 35

2
α2α2

)
ħω . (2.92)

These scaling laws for dispersion coefficients are well applicable to real atoms and molecules [25,
99, 110]. In parallel with Eq. (2.90), the following invariant can be derived for dispersion coeffi-
cients [99]:

γdisp =
√

49

40

C8p
C6C10

= 1 . (2.93)

The model’s predictive power extends also to mixed polarization-dispersion invariant [99]:

γ3disp = α1C6

4C9
= 1 , (2.94)

where C9 = α1C6/4 is the three-body dispersion coefficient (Axilrod-Teller-Muto term (2.119))
in the QDO model [99].

The London formula [6] C6 = 3
4ħωα2

1 combined with free-atom reference data is used to com-
pute molecular C6 dispersion coefficients from ground-state electron densities with 5.5% accu-
racy compared to reference vdW coefficients derived from experimental dipole-oscillator mea-
surements in the Tkatchenko-Scheffler method [39] (Section 2.3.2). The dipole-coupled QDO
framework further led to the development of the MBD method [40], which is discussed in Sec-
tion 2.3.4. Hence, the QDO model is pivotal in developing accurate vdW methodologies.

Electrostatics

The first-order perturbation energy between two QDOs interacting via Coulomb interaction
is [100]:

Eelst = q2

(
1

R
+ erf(R/2σ)

R
− 2erf(R/σ

p
2)

R

)
, (2.95)

where σ = pħ/2mω. However, directly applying Eq. (2.95) results in too strong interactions,
since the QDO length-scaleσ is fitted to response properties, rather than atomic size [100]. The
appropriate QDO reparametrization is desired to achieve a better description of electrostatic
interaction energy in the QDO model. Nevertheless, the existing parametrizations deliver ac-
curate electrostatic response, such as the atomic polarization potential.

Moreover, the QDO model provides a useful framework to study e.g. field-induced dispersion
effects [105] or Coulomb interactions between dipolar fluctuations [26], which provide an ex-
ample of coupling between dispersion and polarization (induction) interactions. Such effects
can significantly contribute to the interaction energy for large polarizable systems [26] and lead
to a counterintuitive dispersion repulsion under confinement [26, 106].
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Exchange-repulsion

The original QDO model [96, 97, 99] did not account for exchange-repulsion effects due to two
main limitations. First, the coarse-grained wave function of a single Drude particle represents
all valence electrons in an atom collectively, preventing a straightforward Pauli exchange treat-
ment for individual electron pairs [92]. Second, Drude particles were initially modeled as dis-
tinguishable, each tied to a specific nucleus [99]. Recently, it has been shown [102, 103] that
the exchange-repulsion between identical QDOs can be introduced via the Heitler-London ap-
proach [111] yielding the coarse-grained model for exchange-repulsion between real atoms. We
refer to Chapter 3 for a detailed discussion of this matter.

QDO Parametrization

Closed-form expressions for the QDO response properties (2.88) and (2.91) can be inverted
to set the three parameters {q,m,ω}, exactly reproducing these properties. While there are
six response properties in Eqs. (2.88) and (2.91), any three of them can be used to solve for
{q,m,ω}. For instance, Jones et al. [99] proposed using {α1,C6,C8} to parameterize the QDO
(JQDO scheme) as

q =
√

mω2α1 , ω= 4C6/3ħα2
1 , m = 5ħC6/ωC8 . (2.96)

Alternatively, when multipole polarizabilities are prioritized, α1,α2,C6 can be used, leading to
slightly different values for m but identical ω and q [109]:

q =
√

mω2α1 , ω= 4C6/3ħα2
1 , m = 3ħα1/4ωα2 . (2.97)

Another approach is the fixed-charge QDO (FQDO) parametrization, where always q = 1 a.u.,
assuming that drudons have the same charge as electrons. The FQDO parameters read

q = 1 , ω= 4C6/3ħα2
1 , m = 9ħ2α3

1/16C 2
6 . (2.98)

The FQDO scheme is implicitly used in the many-body dispersion (MBD) model [40], where
QDO masses are defined as m = 1/α1ω

2 aligning with setting q = 1 a.u. in α1 = q2/mω2.

Recently, it has been shown that properly tuned QDO parametrization is crucial for achieving
accurate results for non-parametrized observables, such as the atomic potential response to
external electric field [110]. For molecular simulations, the QDO parametrization has to rely on
atom-in-molecule (AIM) approaches, which extract AIM parameters (polarizabilities and dis-
persion coefficients) from electronic-structure theory. Please see Section 2.3.2 and Appendix A2
for a more detailed discussion.

2.3 van der Waals Dispersion Interactions

vdW dispersion interactions are crucial for a wide range of physical and chemical properties, in-
cluding binding energies, structural and dynamical stability of proteins and molecular crystals,
as well as mechanical, electronic, and optical characteristics. Originating from long-range elec-
tronic correlations, these interactions are inherently collective, non-additive, and ubiquitous in
nature. This section provides an overview of theoretical and practical approaches to model-
ing vdW dispersion within the framework of the adiabatic-connection fluctuation-dissipation
theorem (ACFD), following the notation and concepts established in Refs. [11, 12].
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As discussed in Section 2.1.4, the ACFD theorem provides an exact expression for the electronic
correlation energy, with vdW dispersion dominating the long-range (dynamic) correlation con-
tribution. The ACFD formalism is particularly suitable for describing vdW interactions in the
long-range limit, supported by practical approximations such as the random phase approxi-
mation (RPA). Many established computational approaches to vdW dispersion can be viewed
as approximations of the ACFD-RPA energy expression, forming the conceptual basis of this
section.

A remark has to be made about the terminology here. In the field of intermolecular forces,
“van der Waals forces” historically encompass Keesom (orientation-averaged permanent multi-
poles), Debye (permanent–induced multipoles), and dispersion (induced–induced multipoles)
contributions [7]. In chemistry, nonbonded Pauli repulsion is often included under vdW inter-
actions to contrast them with covalent bonds, while in solid-state physics, “vdW interactions”
are synonymous with dispersion interactions. Classical force fields usually represent vdW in-
teractions through a Lennard-Jones (LJ) potential, combining repulsive and attractive contribu-
tions. In this thesis, we will use the term “vdW potential” to denote such interatomic potentials.
This terminology is also consistent with the vdW equation of state, which accounts for both re-
pulsion and attraction. The names “vdW dispersion interactions” and “dispersion energy” refer
here specifically to the dispersion-only contribution to avoid ambiguity.

Relativistic retardation and finite temperature effects become relevant in mesoscopic systems
(e.g., Casimir forces) but are beyond the scope of this thesis. For further insights, the reader is
referred to Refs. [112–114].

2.3.1 ACFD Energy Expressed via Nonlocal Dipole Polarizability

The response of charge density to the frequency-dependent electric field E (r,ω) = −∇φ(r,ω)
can be described via the density response function:

∆ρ(r,ω) =
∫

dr′χ(r,r′,ω)φ(r′,ω) . (2.99)

The discussion of the ACFDT in Section 2.1.4 was based on χ(r,r′,ω) as the central quantity. For
the description of approximate vdW dispersion models, it is more convenient to use an equiva-
lent [115] reformulation of the ACFDT formalism in terms of nonlocal dipole polarizability [11].
The nonlocal dynamic polarizability α(r,r′,ω) is related to the (anisotropic) point polarizabil-
ity of a system α(ω) by a simple normalization condition α(ω) = Î

drdr′α(r,r′,ω). The link
between α(r,r′, iω) and density response function is given by [11, 12]:

χ(r,r′, iω) =∇r ·∇r ·α(r,r′, iω) =∑
i j

∂

∂ri

∂

∂r ′
j

αi j (r,r′, iω) . (2.100)

By introducing the dipole-coupling tensor

T(r,r′) =−∇r ⊗∇r′ν(r,r′) , (2.101)

the ACFD expression (2.40) can be reformulated as:

Ec = 1

2π

∞∫
0

dω

1∫
0

dλ
Ï

drdr′ Tr
{[
αλ(r,r′, iω)−αλ=0(r,r′, iω)

]
T(r,r′)

}
, (2.102)

where Tr{·} denotes the trace over the Cartesian components of the tensor [11, 12]. The non-
local polarizability of the interacting system (αλ) can be computed from the polarizability of
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non-interacting KS system (αλ=0) using the self-consistent Dyson equation in random phase
approximation, analogous to Eq. (2.42):

αλ(r,r′, iω) =α0(r,r′, iω)−
Ï

dr′′dr′′′ α0(r,r′′, iω)λT(r′′,r′′′)αλ(r′′′,r′, iω) =

=α0 −〈λα0Tαλ〉 =
∞∑

n=0
〈α0(−λTα0)n〉 ,

(2.103)

where the variable dependence ofα and T is omitted for brevity, and the shorthand notation 〈·〉
denotes the implicit integrations over the spatial coordinates. For coupling with semi-local or
hybrid density functionals in practical calculations, range separation of dipole tensor is often
introduced, similar to Eq. (2.43):

T(r,r′) = (
1− f (|r− r′|))T(r,r′)+ f (|r− r′|)T(r,r′) = Tsr(r,r′)+Tlr(r,r′) . (2.104)

Plugging this into Eq. (2.103) decomposes the n-th term in the Dyson equation into 2n terms.
Each of these terms is formed by a specific combination of short-range (Tsr) and long-range
(Tlr) interaction components. To simplify the expression, we identify and contract all short-
range interaction segments of the form ...α0Tsrα0... within these terms. This leads us to define
an effective short-range screened polarizability, αsr, which encapsulates the effect of repeated
short-range interactions. After this manipulation, the Dyson equation takes the following com-
pact form:

αλ =
∞∑

n=0

〈
αsr(−λTlrαsr)n〉

. (2.105)

The equivalence of Eqs. (2.105) and (2.103) can be verified directly. Essentially, Eq. (2.105) is just
a reorganization of the terms in the sum from (2.103).

Finally, combining Eq. (2.105) and the long-range part of the ACFD expression (2.102) gives:

E (lr,RPA)
c = 1

2π

∞∑
n=1

∞∫
0

dω

1∫
0

dλ
Ï

drdr′ Tr
{〈
αsr(−λTlrαsr)n〉

Tlr(r,r′)
}

, (2.106)

where n = 0 term in the sum cancels out.3 Since within the applied random phase approxima-
tion the coupling tensor Tlr does not depend on λ, we can integrate over the coupling constant
analytically, which yields

E (lr,RPA)
c =− 1

2π

∞∑
n=2

(−1)n

n

∞∫
0

dω
Ï

drdr′ Tr
{〈

(αsrTlr)n〉
(r,r′, iω)

}
. (2.107)

Note that the index n has been shifted by 1 due to the integration, which also leads to the minus
sign in front of the sum. To clarify the introduced shorthand notations, we write out the second-
order term E (2)

c,lr in a fully explicit form [11]:

E (2)
c,lr =−1

2

∞∫
0

dω

2π

∫∫∫∫
drdr′dr′′dr′′′

∑
i j kl

αsr
i j (r,r′, iω)T lr

j k (r′,r′′)αsr
kl (r′′,r′′′, iω)T lr

l i (r′′′,r) . (2.108)

The expression (2.107), exact in the long-range limit, provides a starting point for all approx-
imate vdW models, discussed in what follows and pictorially summarized in Figure 2.2. The

3In Eq. (2.106), we corrected a typo in Eq. (8) of Ref. [12]: there is an erroneous minus sign in front of the sum
and a missing minus sign in front of λ.
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2.3 van der Waals Dispersion Interactions

Figure 2.2: Theoretical approaches behind the first-principles vdW modeling. (a) Exact treatment of
correlation energy within the ACFD framework, using the full nonlocal response function χ(r,r′, iω),
which describes the propagation of fluctuations in the system. (b) Fragment-based many-body meth-
ods (e.g., MBD) correlate fluctuations to infinite order through model response functions in the ACFD
formula. (c) Coarse-grained two-body methods (e.g., TS, XDM, DFT-D) compute the pairwise vdW
dispersion energy by correlating only two dipoles (or multipoles) at a time. (d) Long-range nonlocal
correlation functionals use a continuous representation of dipolar fluctuations, truncated at second-
order in coupling. Reproduced with permission from Ref. [11]. © 2017 American Chemical Society.

primary rationale for dividing the problem into short- and long-range components lies in the
tractability of the dipolar coupling T at long range, while the polarizability α can be effectively
modeled using the electron density at short range, as will be demonstrated in subsequent sec-
tions.

2.3.2 Pairwise-Additive vdW Approaches

One of the most common strategies for modeling vdW interactions relies on pairwise-additive
potentials. Despite their widespread use, these models inherently neglect the many-body, non-
additive nature of dispersion forces – a property that has been firmly established through ex-
tensive experimental and theoretical studies [11, 12, 77, 116–122]. This simplification persists
largely due to the computational efficiency and practicality of pairwise approaches.

At their core, pairwise potentials for long-range correlation forces can be derived from the long-
range ACFD formula (2.107). It’s worth noting that this functional form can also emerge from
alternative theoretical approaches, such as (many-body) perturbation theory (see Section 2.2.1)
or other approximations to the ACFD expression. In this section, we outline the key approxima-
tions and derivation steps that lead to this fundamental form, providing insight into the origins
and limitations of the pairwise perspective on vdW interactions.
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The first step is to approximate the nonlocal polarizability as the sum of local atomic polariz-
abilities at positions {RA}:

αsr(r,r′, iω) ≈
N∑

A=1
αsr

A (iω)δ(r−RA)δ(r− r′) ≡
N∑

A=1
αsr

A . (2.109)

Inserting this into Eq. (2.107) yields:

E (lr,RPA)
c =− 1

2π

∞∑
n=2

(−1)n

n

∞∫
0

dω
Ï

drdr′ Tr

{〈(
N∑

A=1
αsr

A Tlr

)n〉}
(2.110)

For n = 2, one obtains αsr
A Tlrα

sr
B Tlr, for n = 3, the term is αsr

A Tlrα
sr
B Tlrα

sr
C Tlr, etc. In this context,

the order n does not strictly correspond to a pure n-body vdW interaction term as defined in
a perturbative framework. For instance, when n = 3, the terms include contributions where
C = A, representing screened two-body interactions. Conversely, for n = 2, the non-zero con-
tributions involve only two distinct polarizability centers, A and B , making it a pure (but still
incomplete) two-body vdW interaction. Focusing on the second-order term, E (2)

c , we can per-
form the spatial integration to derive:

E (2)
c =− 1

4π

∞∫
0

dω Tr

{∑
A,B

αsr
A Tlr

ABα
sr
B Tlr

B A

}
, (2.111)

where Tlr
AB = Tlr(RA,RB ). Finally, if the polarizabilities are assumed to be isotropic, αsr

A = 1αsr
A ,

they commute with dipole tensors and

E (2)
c =−1

2

∑
A,B

3

π

∞∫
0

αsr
Aα

sr
B dω

1

6
Tr

{
Tlr

AB Tlr
B A

}
=−1

2

∑
A,B

C AB
6

1

6
Tr

{
Tlr

AB Tlr
B A

}
, (2.112)

where we factorized the Casimir-Polder integral for the C6 dispersion coefficient [123]. Recog-

nizing that Tlr
AB = f (|RA −RB |)TAB and taking the trace Tr

{
TAB TB A

}
= 6

/|RA −RB |6 = 6
/

R6
AB ,

one obtains:

E (2)
c =−1

2

∑
A,B

fdamp(RAB )
C AB

6

R6
AB

, (2.113)

where we defined the damping function fdamp(RAB ) = f 2(|RA −RB |). In the asymptotic limit
RAB →∞, this formula reduces to the celebrated C6/R6 expression for vdW dispersion derived
by London [6].

Note that here we considered only the leading dipole-dipole term emerging from a coarse-
grained (atom-centered) multipole expansion of the nonlocal αsr(r,r′) and Tlr(r,r′) [11, 124].
In principle, the higher-order multipoles can be also considered, which would lead to the anal-
ogous C8/R8 and C10/R10 pairwise terms [11, 124]. It is important to emphasize that in the
fine-grained, nonlocal picture dipole polarizability αsr(r,r′) and dipole coupling tensor Tlr(r,r′)
are sufficient to provide the exact description of the long-range correlation energy as demon-
strated by Eq. (2.107), while the inclusion of higher-order multipole counterparts is required
once coarse-graining is performed. Now we will briefly discuss the most common practical
methods based on the energy expressions like (2.113)
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2.3 van der Waals Dispersion Interactions

Semiempirical DFT-D Methods

One of the earliest and most widely adopted pairwise van der Waals (vdW) approaches is the
DFT-D family of methods developed by Grimme and collaborators [19]. The initial DFT-D1
model [125] employed tabulated C6 coefficients for organic elements along with empirical scal-
ing factors. However, as the atomic C6 coefficients were averaged over possible hybridization
states, this approach led to significant errors and limited transferability.

The subsequent DFT-D2 iteration [126] improved upon this by calculating atomic C6 coeffi-
cients (in J nm6 mol−1) are calculated based on atomic ionization potentials I (in a.u.) and static
polarizabilities α (in a.u.) using the empirical formula C6 = 0.05N Iα, with N = 2,10,18,36,54
for atoms from rows 1-5 of the periodic table, correspondingly. This extension increased the pe-
riodic table coverage, but the dispersion coefficients remained environment-independent. Ad-
ditionally, the model inherited incorrect asymptotic behavior from DFT-D1 due to the damping
function, which renders both methods largely obsolete by modern standards.

The next-generation DFT-D3 method [127] introduced several significant improvements. First,
the concept of an effective coordination number (CN) was introduced as

CNA = ∑
B ̸=A

{
1+exp

[
−k1

(
k2

Rcov
A +Rcov

B

RAB
−1

)]}−1

, (2.114)

where k1 = 16 and k2 = 4/3 are fitted to a set of organic molecules, and Rcov
A is a (scaled) cova-

lent radius of atom A. CN enables incorporating the dependence of C6 coefficients on the local
chemical environment via

C AB
6 (CNA,CNB ) = 1

W

NA∑
i

NB∑
j

C AB
6,ref(CNA

i ,CNB
j )Li j , (2.115)

where W =∑
i , j Li j and

Li j = e
−k3

[(
CNA−CNA

i

)2+
(
CNB−CNB

j

)2
]

(2.116)

is the Gaussian distance measure between the coordination numbers of A,B in the system of
interest and in the reference systems i and j , for which the reference C AB

6,ref(CNA
i ,CNB

j ) values
have been precomputed. Reference systems were selected as hydrides of elements A and B ,
and C AB

6,ref(CNA
i ,CNB

j ) were obtained by substracting the contributions of hydrogens. The global
parameter was k3 = 4 empirically determined to ensure smooth behavior across integer coor-
dination numbers [127].

Second, the correct asymptotic behavior of the damping function was enforced as R → ∞.
Third, C8 dispersion coefficients were computed recursively from C6 and included in the en-
ergy expression, which ultimately has a form [127]:

E (2)
D3 =−1

2

∑
A ̸=B

(
fd ,6 (RAB )

C AB
6

R6
AB

+ fd ,8 (RAB )
C AB

8

R8
AB

)
. (2.117)

Originally, the Chai–Head-Gordon damping functions [128] were applied,

fd ,n(RAB ) = sn

1+6
(
RAB

/
sr,nR AB

0

)−αn
, n = 6,8 , (2.118)

with sr,8 = 1, α6 = 14 and α8 = 16, while s8 and sr,6 are DFA-dependent scaling factors. Also,
fixing s6 = 1 ensures the correct asymptotic behavior of the damping function. R AB

0 is the “cut-
off” radius, defined as a distance at which the so-called first-order KS-DFT interaction energy
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of a given pair equals arbitrarily specified threshold [127]. Later, the DFT-D3 method was also
coupled with the Becke-Johnson (BJ) damping function (vide infra), leading to the DFT-D3(BJ)
variant [129].

Optionally, the DFT-D3 method can be extended to include the leading non-additive dispersion
term due to the triple dipole interactions, known as the Axilrod-Teller-Muto (ATM) term [116,
117]:

E (3)
ATM =− ∑

ABC

C ABC
9

(RAB RBC RC A)3
(3cosθA cosθB cosθC +1) , (2.119)

where θA, θB , and θC are the internal angles of the triangle formed by atoms A, B , and C . In
general, the three-body dipolar dispersion coefficient C ABC

9 is given by the generalization of the
Casimir-Polder integral,

C ABC
9 = 3

π

∞∫
0

dω αA(iω)αB (iω)αC (iω) , (2.120)

but within the DFT-D3 framework it is approximated as the geometric mean [127]:

C ABC
9 ≈

√
C AB

6 C BC
6 C AC

6 . (2.121)

The C9 term is also damped using the damping function (2.118) with α = 16, sr = 4/3 and ge-
ometrically averaged cutoff radius R̄ ABC

0 [127]. However, ambiguous definition of damping ra-
dius and intricate error cancellations between the DFA and ATM parts lead to uncertainties
about whether the addition of the three-body term systematically improves vdW dispersion
energy predictions [130–132].

Despite its reliance on empirical parameters and fine-tuning, DFT-D3 represented a signifi-
cant step forward, particularly through its coordination-dependent C6 coefficients. However,
this approach lacks the physical rigor required for a robust description of local chemical envi-
ronments. Nevertheless, it remains widely applied in computational chemistry, especially for
solid-state calculations. The more advanced DFT-D4 method [133] was recently introduced,
accounting for charge transfer and many-body effects. While it offers improved accuracy, its
complex architecture and continued reliance on empirical parameters place its detailed theo-
retical discussion beyond the scope of this overview.

Exchange-Hole Dipole Moment Model

In the exchange-hole dipole moment (XDM) model [134, 135], vdW dispersion interactions
are derived as the interaction of electronic multipoles between the moving electron and the
exchange-hole hXσ, accompanying it. Exchange-hole describes the instantaneous depletion in
the probability of finding a parallel-spin electron at r′, given a reference electron at r:

hXσ(r,r′) =− 1

ρσ(r)

∑
i j
ψiσ(r)ψ jσ(r)ψiσ(r′)ψ jσ(r′) , (2.122)

where ρσ(r) is the spin density, and ψiσ are the spin orbitals (assumed to be real) of a sin-
gle Slater determinant, which may be obtained from Hartree-Fock or Kohn-Sham theory. The
exchange-hole integrates to −1 everywhere:∫

hXσ(r,r′)dr′ =−1 , ∀r ∈R3 , (2.123)
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2.3 van der Waals Dispersion Interactions

which ensures the overall neutrality of the electron plus its exchange-hole. However, the
exchange-hole is generally not spherically symmetric, creating a net dipole moment relative
to the reference electron [134, 135]:

dXσ(r) =
[

1

ρσ(r)

∑
i j
ψiσ(r)ψ jσ(r)

∫
dr′ r′ψiσ(r′)ψ jσ(r′)

]
− r . (2.124)

Alternatively, the magnitude of the dipole dXσ(r) may be approximated using semi-local DFA
densities and the Becke-Roussel exchange model [136], which provides similar results with
lower computational cost.

By combining the exchange-hole dipole with the Unsöld approximation in second-order per-
turbation theory, the following expression for the C6 dispersion coefficient is obtained [134,
135]:

C AB
6,XDM = α0,Aα0,B 〈d 2

X 〉A〈d 2
X 〉B

α0,A〈d 2
X 〉B +α0,B 〈d 2

X 〉A
, (2.125)

where α0 is the atomic static polarizability, and 〈d 2
X 〉 represents the expectation value of the

squared dipole magnitude over the electron density:

〈d 2
X 〉 =

∑
σ

∫
ρσ(r)d 2

Xσ(r) dr . (2.126)

In a more general form, the formulae for dispersion coefficients between spherically symmetric
atoms A and B are [20, 135]

C AB
6,XDM =α0,Aα0,B

〈M 2
1〉A〈M 2

1〉B

α0,A〈M 2
1〉B +α0,B 〈M 2

1〉A
,

C AB
8,XDM = 3

2
α0,Aα0,B

〈M 2
1〉A〈M 2

2〉B +〈M 2
2〉A〈M 2

1〉B

α0,A〈M 2
1〉B +α0,B 〈M 2

1〉A
,

C AB
10,XDM =α0,Aα0,B

2〈M 2
1〉A〈M 2

3〉B +2〈M 2
3〉A〈M 2

1〉B + 21
5 〈M 2

2〉A〈M 2
2〉B

α0,A〈M 2
1〉B +α0,B 〈M 2

1〉A
.

(2.127)

In the above, the atomic l-pole moment Ml (its m = 0 component) has been introduced as

Ml =
p

4π
∑

i
r l

i Y 0
l (Ωi ) (2.128)

where Y 0
l is the corresponding spherical harmonic function of angular coordinatesΩi , and the

summation goes over all electrons in an atom. The squared multipole operator is defined as

M 2
l = 4π

∑
i

r l
i Y 0

l (Ωi )
∑

j
r l

j Y 0
l (Ω j ) , (2.129)

and it is a two-electron function. While this does not pose any complications for isolated atoms,
the two-electron nature of the operator prevents straightforward decomposition into atomic
contributions, which becomes essential for molecular systems [137].

To address this issue, a simple model based on two point charges is introduced [135, 137]. This
model consists of a negative unit charge (representing the reference electron) at a distance r
from the atomic nucleus and a positive unit charge (representing the center of the exchange-
hole) at a distance (r −dXσ). This setup recovers exact dipole moment dXσ of the exchange-hole
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plus electron and additionally captures higher-order l-pole moments, with the magnitudes r l −
(r −dXσ)l .

The spherically averaged integrals for the multipole moments of this two-point system are ex-
pressed as

〈M 2
l 〉 =

∑
σ

∫
ρσ(r)

[
r l − (r −dXσ)l

]2
dr . (2.130)

Thus, the model allows efficient numerical evaluation of 〈M 2
l 〉 as one-electron integrals, relying

only on the values of dXσ, which are precomputed on a real-space grid using HF or DFT orbitals.
The assumption that Eq. (2.130) provides a reasonable approximation for the expectation values
of the squared multipole operator in Eq. (2.129) is a crucial step in extending the XDM method
to practical calculations of higher-order dispersion coefficients [137].

For molecular systems, the Hirshfeld partitioning scheme is employed to assign atom-in-molecule
(AIM) contributions:

〈M 2
l 〉A =∑

σ

∫
w A(r)ρσ(r)

[
r l − (r −dXσ)l

]2
dr , (2.131)

where w A(r) the Hirshfeld weighting factor:

w A(r) = ρfree
A (r)∑

B
ρfree

B (r)
. (2.132)

Here, ρfree
A (r) denotes the spherically averaged charge density of the free atom A, while the de-

nominator sums over the spherical free-atomic densities and is commonly named as a pro-
molecular density.

The AIM polarizabilities are then derived by rescaling reference free-atomic values under the
assumption of proportionality between atomic volumes and polarizabilities:

α0,A =
(

V eff
A

V free
A

)
αfree

0,A , (2.133)

where V eff
A is the effective volume of the atom-in-molecule, and V free

A represents the volume of
the free atom. The ratio between these volumes is given by

V eff
A

V free
A

=
∫

drr 3w A(r)ρ(r)∫
drr 3ρfree

A (r)
. (2.134)

The XDM dispersion energy is computed as a sum over pairwise dispersion coefficients [20]:

E (2)
XDM =−1

2

∑
A ̸=B

5∑
n=3

f BJ
2n (RAB )

C AB
2n

R2n
AB

, (2.135)

where f BJ
2n (RAB ) is the Becke-Johnson (BJ) damping function:

f BJ
2n (RAB ) = R2n

AB

R2n
AB + (a1R AB

c +a2)2n
. (2.136)
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In this equation, R AB
c denotes a “critical” distance between atoms A and B , estimated as [138]

R i j
c = 1

3

(
C AB

8

C AB
6

) 1
2

+
(

C AB
10

C AB
8

) 1
2

+
(

C AB
10

C AB
6

) 1
4

 . (2.137)

The expression a1R AB
c +a2 essentially defines the vdW radius in the XDM method, with the two

parameters a1 and a2 optimized for each density functional and perhaps the basis set [139].

A key advantage of the BJ damping function is its ability to extrapolate the dispersion energy
to a finite value in the united-atom limit [129], aligning with the asymptotic result established
by Koide [140]. This contrasts with other damping functions, such as Tang-Toennies (2.84),
Chai–Head-Gordon (2.118), and Fermi-type (2.143), which drive the dispersion energy to zero
at the united-atom limit, leading to unphysical repulsive forces at short distances [129]. Similar
to the DFT-D3 method, XDM can be extended to account for the three-body Axilrod-Teller-
Muto (ATM) term [130]. However, this extension has not been shown to consistently improve
dispersion energies [130].

Since its introduction, significant theoretical advancements to the XDM method have been
made by Ángyán [141, 142], Ayers [143] and Hesselmann [144], who have deepened the un-
derstanding of its theoretical underpinnings from first principles. Their analyses revealed that
the expectation value 〈r ·dX 〉 holds a more fundamental role, entering the expressions for mul-
tipole moments, in contrast to the use of 〈d 2

X 〉, as adopted by XDM. Although XDM does not
emerge from a strictly rigorous derivation, it remains a physically sound and computationally
efficient framework for modeling dispersion interactions [20].

Tkatchenko-Scheffler Method

The Tkatchenko-Scheffler (TS) method [39] relies on the effective atom-in-molecule (AIM) C6

dispersion coefficients obtained from accurate reference data for free-atom C6 and semi-local
electron density. Similar to the approach of London [6], the atomic response is modeled by
a quantum harmonic oscillator (see more detailed discussion in 2.2.3). For polarizability, this
leads to the frequency dependence as

αA(iω) =α0,A
/(

1+ (iω/ωA)2) , (2.138)

where α0,A ≡αA(0) is the static polarizability of atom A, and ωA is the effective frequency of an
oscillator. Inserting this into the Casimir-Polder integral, one obtains the London formula [6]:

C AB
6 = 3

2

ωAωB

ωA +ωB
α0,Aα0,B . (2.139)

Taking A = B enables expressing the oscillator frequency via the atomic observables as
ωA = 4C A A

6

/
3α2

0,A, which combined with Eq. (2.139) gives the combination rule for heteronu-
clear coefficients [145]:

C AB
6 = 2α0,Aα0,BC A A

6 C BB
6

α2
0,BC A A

6 +α2
0,AC BB

6

. (2.140)

This combination rule gives a mean absolute relative error (MARE) of only 2.7% on a database
of 70 heteronuclear C6 coefficients for free atoms [39].

The AIM polarizabilities and dispersion coefficients are obtained by a simple rescaling of ac-
curate free-atomic quantities (available from databases) based on the ratio of atomic volumes
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from the Hirshfeld partitioning (see above):

αTS
0,A =

(
V eff

A

V free
A

)
αfree

0,A , C TS
6,A A =

(
V eff

A

V free
A

)2

C free
6,A A . (2.141)

Note that the TS method uses the same scaling relation for polarizability as XDM (2.133), while
the quadratic scaling of C6 can be rationalized through the London formula (2.139). Recently,
it was shown that slightly more accurate results can be obtained using a 4/3 scaling power for
polarizability [146].

The key benchmark for any vdW model is a prediction of intermolecular C mol
6 coefficients. For

molecules M1 and M2, it is defined as the sum over all atomic pair contributions:

C mol
6 = ∑

A∈M1

∑
B∈M2

C TS
6,AB . (2.142)

The TS method shows a remarkable accuracy of 5.5% for C mol
6 on a database of 1225 molecular

pairs [39], which is a factor of 2-3 more accurate than XDM [135, 137].

As in the DFT-D and XDM methods, the TS dispersion coefficients can be coupled with a damp-
ing function, avoiding double-counting of correlation energy at short distances, to compute the
dispersion energy. The standard choice for the TS method is the Fermi-type damping

fdamp(RAB ) = 1

1+exp

[
−d

(
RAB

βR AB
vdW

−1

)] , (2.143)

where d = 20, and β is the only fitting parameter, depending on the underlying density func-
tional and optimized by minimizing the DFA+TS error on the benchmark S22 dataset, e.g.
β = 0.94 for the PBE functional [39]. R AB

vdW = R A
vdW +RB

vdW is the sum of effective vdW radii are
obtained by rescaling the tabulated free-atomic vdW radii based on simple dimensionality ar-
guments:

R A
vdW =

(
V eff

A

V free
A

)1/3

R A,free
vdW . (2.144)

Later, it was shown that more accurate results can be obtained by using the quantum-mechanical
scaling of vdW radius with polarizability [102]:

R A
vdW = 2.54

(
αTS

0,A

)1/7
. (2.145)

The effects of vdW dispersion on the electronic structure can be studied using the self-consistent
version of the TS method (sc-TS) [23]. This is achieved by incorporating an additional term to
the KS potential, which is derived by considering all parameters of the method as functionals of
electron density:

vTS[ρ(r)] =−1

2

∑
AB

[(
δ f AB

damp[ρ(r)]

δρ(r)

)
C TS

6,AB [ρ(r)]

R6
AB

+
f AB

damp[ρ(r)]

R6
AB

(
δC TS

6,AB [ρ(r)]

δρ(r)

)]
. (2.146)

Electrons “feel” additional potential due to vdW dispersion interactions, and the resulting KS
orbitals and eigenvalues are changed accordingly. This enables investigating the vdW polar-
ization of charge density in free and metal-adsorbed molecules [23, 24] or the effect of vdW
interactions on the work function of metal surfaces with adsorbed molecules [23, 24]. These
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vdW polarization effects on electron density are expected to become increasingly important for
larger and more polarizable systems [25, 26], which is the key focus of Chapter 4.

Beyond the pairwise approximation and the lack of short-range electrodynamic screening of
polarizability, a key limitation of the TS method lies in its reliance on Hirshfeld partitioning to
capture local chemical environment effects. Standard Hirshfeld analysis tends to underesti-
mate charge transfer [147], leading to a significant over- or underestimation of polarizabilities,
depending on the sign of the transferred charge. This issue becomes particularly pronounced
in ionic systems, as demonstrated in Refs. [148, 149].

Improvements can be achieved through iterative Hirshfeld partitioning [147, 149] or by intro-
ducing charge-dependent reference states for polarizability [150]. For hybrid organic-inorganic
interfaces, the TSsurf variant [151] incorporates metallic screening effects via Lifshitz-Zaremba-
Kohn theory [77, 118], enabling accurate modeling of molecule-surface interactions. Moreover,
the TS method can be coupled with the charge population analysis (CPA) approach [152] based
on density-functional tight-binding (DFTB), enhancing its applicability to larger systems. In
this case, the role of effective scaling parameter for polarizability is played by on-site contribu-
tions to Mulliken populations [152]. Finally, deep neural networks trained on DFT/DFTB data
can be employed to predict Hirshfeld volume ratios in systems containing tens of thousands of
atoms [153].

2.3.3 Nonlocal vdW Density Functionals

Nonlocal vdW density functionals have a general form [11, 12]

Ec,nl =
1

2

Ï
drdr′ρ(r)Φ[ρ](r,r′)ρ(r′) , (2.147)

where Φ[ρ] is the nonlocal kernel correlating electron density at points r and r′ in space. Note
that nonlocal functionals define only correlation energy, as they are intended for use on top
of the underlying semi-local or hybrid DFA. Nonlocal density functionals can be viewed as a
truncated to the second order approximation to the ACFD formula (2.107) [11, 12]:

E (2)
c,nl =− 1

4π

∞∫
0

dω
Ï

drdr′ Tr
{〈
αsrTlrαsrTlr

〉
(r,r′, iω)

}
. (2.148)

To bring it to the form (2.147), the nonlocal polarizability is usually approximated as a local
isotropic function αsr(r,r′, iω) = 1αeff(r, iω)δ(r− r′). This allows one to get rid of the integrals
over r′′,r′′′ and commute polarizability with dipole tensor, eventually moving αeff outside the
trace:

E (2)
c,nl =− 1

4π

∞∫
0

dω
Ï

drdr′ αeff(r, iω)αeff(r′, iω)Tr
{

Tlr(r,r′)Tlr(r,r′)
}

. (2.149)

Introducing the generalized “point-point” dispersion coefficient

C6(r,r′) = 3

π

∞∫
0

dωαeff(r, iω)αeff(r′, iω) , (2.150)

and tracing the long-range coupling tensor as Tr
{

Tlr(r,r′)Tlr(r,r′)
} = 6 f 2(|r − r′|)/|r − r′|6, we

obtain

E (2)
c,nl =−1

2

Ï
drdr′C6(r,r′)

f 2(|r− r′|)
|r− r′|6 . (2.151)
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Thus, the nonlocal density functionals are similar to pairwise-additive approaches in truncat-
ing the ACFD series at n = 2 but differ from them in not doing atomic coarse-graining (see
Figure 2.2 for pictorial illustrations).

The typical choice for αeff(r, iω) is the local plasmon-type function

αeff(r, iω) = ρ(r)

ω2
p (r)+ω2

, (2.152)

where we introduced the plasma frequency of the uniform electron gasω2
p (r) = 4πρ(r) (in atomic

units). Combining this with (2.150) and (2.151), we finally obtain E (2)
c,nl in the form (2.147) with

the nonlocal kernel

Φ[ρ](r,r′) = 3

π

∞∫
0

dω
1

ω2
0[ρ](r)+ω2

1

ω2
0[ρ](r′)+ω2

f 2(|r− r′|)
|r− r′|6 , (2.153)

with the choice of local frequency functional ω2
0[ρ] (which generally does not have to be ω2

p (r))
determining the differences between particular nonlocal functionals, together with the choice
of the range-separation function f .

There are two primary categories of nonlocal correlation functionals: the “van der Waals den-
sity functionals” (vdW-DF) [154, 155] and the Vydrov–Van Voorhis (VV) functionals [156–159].
This discussion will focus exclusively on the most recent iteration of the VV family, namely the
VV10 nonlocal correlation functional [159]. In this functional, the local excitation frequency is
approximated as

ω2
0[ρ](r) =

ω2
p (r)

3
+ω2

g(r) = 4πρ(r)

3
+C

|∇ρ(r)|4
ρ4(r)

, (2.154)

where ω2
g(r) is the local band gap descriptor based on the density gradient,4 and C is the ad-

justable parameter controlling the accuracy of asymptotic C6 coefficients. The VV10 correlation
kernel is taken as

ΦVV10(r,r′) =− 3

2g(r)g(r′)(g(r)+g(r′))
+βδ(r− r′) , (2.155)

where
g(r) =ω0(r)R2 +κ(r) , R = |r− r′| , (2.156)

and κ(r) = bk2
F (r)

/
ωp (r), with the local Fermi wave vector kF (r) = (3π2ρ(r))1/3. b is the sec-

ond adjustable parameter responsible for the short-range damping of the kernel. The constant
β = (3/b2)3/4

/
16 is tuned to ensure that E VV10

c [ρ] vanishes for the homogeneous electron gas
limit [159]. This enables pairing the VV10 functional with existing DFAs without changing their
description of the HEG.

In the short-range limit |r− r′|→ 0, the VV10 kernel behaves as [159]

ΦVV10 =−A+B |r− r′|2 + ... , (2.157)

in agreement with the asymptotic limit of Koide [140] for the dispersion energy. In the opposite
infinite limit |r− r′|→∞,

ΦVV10 →− 3

2ω0(r)ω0(r′)(ω0(r)+ω0(r′))

1

|r− r′|6 , (2.158)

in accordance with Eq. (2.153).

4Atomic and molecular density tails decay like ∝ e−2
p

2I r , where I is the ionization potential, meaning that the
ratio |∇ρ(r)|/ρ(r) ∝p

I . This rationalizes why including density gradients is relevant for an accurate description
of local excitation frequency at the long range.
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2.3.4 Many-Body Dispersion Model

A very successful and efficient approach to beyond-pairwise vdW interactions is the many-
body dispersion (MBD) formalism, which approximates atomic response functions with dipole-
coupled (charged) harmonic oscillators. The MBD Hamiltonian for a system of N coupled os-
cillators centered at RA, with frequencies ωA, charges qA and masses mA reads

ĤMBD =∑
A

[
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ξB , (2.159)

where ξA =p
mA(rA −RA) are mass-weighted displacements of the oscillating charges, and TAB

is a 3×3 sub-block of the dipole interaction tensor Tlr. Since the MBD Hamiltonian represents
a quadratic form, it can be exactly diagonalized, leading to the emergence of 3N collective os-
cillation modes with the frequencies ω̃k . The MBD energy is then expressed as the change in
the zero-point energy of fluctuations due to the dipole interaction (plasmon-pole formula):

EMBD =
3N∑
k=1

ω̃k

2
−

N∑
A=1

3ωA

2
, (2.160)

yielding result equivalent to Eq. (2.162) but Eq. (2.160) is much more efficient to evaluate, re-
quiring only 3N ×3N matrix diagonalization, which scales as O (N 3).

The static polarizabilities αA and dispersion coefficients C6,A of atoms are connected to the
oscillator parameters via simple relations:

C6,A = 3

4
ħωAα

2
0,A , α0,A = q2

A

mAω
2
A

. (2.161)

The particular choice of Hamiltonian parameters {α0,A,ωA} and TAB form defines different
flavours of MBD [41, 160] (see below). Note that the MBD Hamiltonian, and hence the MBD
modes and eigenvalues, depend only on two parameters per atom, and the usual convention is
to fix qA = 1 a.u. [25, 26, 160], making Eqs. (2.161) sufficient to fully parametrize the model (see
also Section 2.2.3). However, some observables, such as the charge density of MBD modes, are
not invariant to the choice of qA. This question is discussed in detail in Chapter 4.

As other post-DFT vdW methods, MBD can be viewed as a certain approximation to the ACFD-
RPA formula (2.107), which for the MBD model becomes [11, 41]:

E MBD
c =− 1

2π

∞∫
0

dωTr
{
ln

(
13N −αsr(iω)Tlr

)}
(2.162)

where αsr and Tlr are now coarse-grained 3N × 3N polarizability tensor and dipole coupling
tensor, respectively. In practice, however, the equivalent yet more efficient formulation of MBD
based on the model Hamiltonian (2.159) is used for calculating the MBD energy.

MBD@rsSCS Variant

The most widely used variant of MBD is the so-called MBD@rsSCS employing range-separated
(rs) self-consistent screening (SCS). This flavor of MBD is based on the TS parametrization of
QHOs through the Eqs. (2.141) and (2.161), followed by self-consistent screening to obtain a
refined set of oscillator parameters before they enter the MBD Hamiltonian. Range separation
is employed to avoid double-counting of short-range electrodynamic screening effects [40, 41].
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Chapter 2. Theoretical Framework

The “bare” (isotropic) polarizability tensor of a system within the MBD framework is defined as
A(iω) = diag

{
αTS

1 (iω), ...,αTS
N (iω)

}
, where αTS

A =1αTS
A . The short-range screened atomic polar-

izabilities can then be obtained from the solution of the self-consistent screening equation (a
coarse-grained analog of the Dyson equation) by matrix inversion and its partial contraction:

αsr
A (iω) = 1

3
Tr

{∑
C

BAC

}
; B = (

A−1(iω)+Tsr
)−1

. (2.163)

Summing over index C (over the rows of B) in this equation recovers anisotropic screened
atomic polarizabilities, which are further made isotropic through the trace operation. We note
here that having isotropic tensors is not a strict requirement but this enables efficient analytical
evaluation of MBD energy through Hamiltonian diagonalization, as described above. For the
solution of the SCS equation, the short-range dipole coupling Tsr needs to be defined.

The Coulomb interaction between two isotropic QHOs is screened due to the finite width of
their Gaussian charge distributions:

vGG(RAB ) = erf(RAB /σAB )

RAB
; σAB =

√
σ2

A +σ2
B . (2.164)

The oscillator width is derived from the zero-distance limit of the classical dipole-dipole inter-
action [40, 161]:
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√
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(2.165)

The full-coupling dipole-dipole tensor derived from vGG is therefore:
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(2.166)

Here, Ti j
bare(R) = (−3Ri R j +δi j R2)/R5 is the “bare” dipole tensor. Within MBD@rsSCS, the short-

range (frequency-dependent) coupling tensor is obtained as

Tsr
AB = (

1− fdamp(RAB )
)

TAB (RAB ) , (2.167)

where fdamp(RAB ) is the same Fermi-type damping function as in the TS method:

fdamp(RAB ) = 1

1+exp

[
−a

(
RAB

β(R A
vdW+RB

vdW)
−1

)] , (2.168)

where a = 6 and β is fitted to the chosen xc functional. With the so-defined Tsr, depending on
frequency throughσ, the SCS equation can be solved as described in eq. (2.163) on a quadrature
grid of imaginary frequencies [94, 160]. The obtained screened polarizabilities are then used to
renormalize oscillator frequencies and C6 coefficients:

C̄6,A = 3

π

∞∫
0

dω [αsr
A (iω)]2 , ω̄A = 4C̄6,A

3[αsr
A (0)]2

. (2.169)
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2.3 van der Waals Dispersion Interactions

The screened polarizabilities and oscillator frequencies finally enter the Hamiltonian (2.159),
with the dipole coupling tensor given by

Tlr
AB = fdamp(RAB )TAB (RAB ,σ) ≈ fdamp(RAB )Tbare(RAB ) . (2.170)

Here, the “bare” dipole tensor is used to make Tlr
AB frequency-independent, which ensures the

equivalence between the RPA correlation energy (2.162) and the MBD interaction energy (2.160)
and delivers excellent approximation to the full dipole tensor at long range (Figure A13).

The MBD@rsSCS method is designed to accurately describe vdW dispersion in finite-gap sys-
tems, where the localized atomic response approximation works well [41]. DFA+MBD@rsSCS
approach provides accurate interaction energies for molecular dimers [41, 94, 162], molecular
crystals [14, 95], supramolecular complexes [25, 162, 163], as well as anisotropic polarizabilities
for molecular systems [11, 25, 94, 95].

MBD-NL Variant

Sometimes, the MBD@rsSCS method might fail due to the negative eigenvalues emerging in
the diagonalization procedure, which is especially relevant for ionic and transition-metal com-
pounds [21, 150]. However, this deficiency is due to the TS-based parametrization of QHOs and
not due to the MBD framework itself. By choosing more appropriate initial parametrization for
α and C6, these issues might be avoided. The state-of-the-art nonlocal MBD method (MBD-
NL) [21] uses the nonlocal VV10 polarizability functional for that purpose (see Section 2.3.3):

αVV[ρ](r, iω) = ρ(r)
4πρ(r)

3 +C |∇ρ(r)|4
ρ4(r)

+ω2
. (2.171)

To avoid double counting of correlation energy due to the regions with slowly varying, jellium-
like densities (which is already accounted for by the xc functional), the MBD-NL method
smoothly cuts off the contributions of those regions to the polarizability. This is achieved using
the iso-orbital indicator h (2.54) and the local ionization potential Iloc = |∇ρ(r)|2/8ρ2(r), which
enter the cutoff function g [21]:

α′
VV[ρ](r, iω) = g (Iloc,h)αVV[ρ](r, iω) . (2.172)

The function g is finely tuned not to influence the polarizabilities of simple molecules like ben-
zene while cutting off the jellium-like parts [21]. Furthermore, the polarizability density is par-
titioned using Hirshfeld weights w A(r) (2.132), leading to atomic dynamic polarizabilities

αVV
A (iω) =

∫
dr w A(r)α′

VV(r, iω) . (2.173)

This dispenses with the need for the SCS procedure, and the atomic C6 coefficients can then be
evaluated immediately using the Casimir-Polder integral:

C VV
6,A = 3

π

∞∫
0

dωαVV
A (iω)αVV

A (iω) . (2.174)

To eliminate errors due to the uneven accuracy of VV10 polarizability functional across the pe-
riodic table, the obtained atomic parameters are renormalized with respect to the accurate ref-
erence free-atom values [21]:
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. (2.175)
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Chapter 2. Theoretical Framework

Finally, the parameters
{
αrVV

0,A , ωA

}
, with ωA = 4C rVV

6,A

/
3(αrVV

0,A )2, enter the Hamiltonian (2.159),

where the dipole tensor is damped at short-range via Tlr
AB = fdamp(RAB )Tbare(RAB ) like in

MBD@rsSCS. The only difference is in the definition of the vdW radii, which are obtained in
MBD-NL using Eq. (2.145).

MBD-NL yields substantially improved binding energies for metals, transition-metal dichalco-
genides, and ionic solids, while performing nearly identically to MBD@rsSCS for semiconduc-
tor, molecular crystals, and organic molecules [21]. In addition, MBD-NL can effectively treat
organic-metal interfaces [21]. The only missing physics in MBD-NL are long-range coupled de-
localized electronic fluctuations (type-C non-additivity in Dobson’s classification [119]), taking
place in conductors. This is, however, one of the biggest gaps in the theory of vdW interactions
in general.

Alternative Developments

In the past decade, numerous developments have emerged within the MBD framework, ad-
dressing its physical limitations while enhancing its computational efficiency and broadening
its applicability. These advancements reflect the growing interest in refining MBD to better cap-
ture complex dispersion interactions and improve its utility across diverse material systems.

For example, the so-called fractionally-ionic MBD (FI-MBD) method by Gould et al. [150] em-
ploys charge-dependent reference polarizabilities to address the deficiencies of Hirshfeld par-
titioning in ionic systems. In addition, eigenvalue remapping is performed in FI-MBD to avoid
the issue with negative eigenvalues [150]. The follow-up “universal” MBD (uMBD) method [164]
relies on the FI-MBD polarizabilities and introduces an additional smearing to the fluctuating
dipoles in the MBD Hamiltonian (2.159) to attenuate the dispersion correction in a mid-range.
This is accomplished by bringing in a scaling parameter a in the definition of σ in Eq. (2.165),
which is subsequently fitted to minimize the error on the benchmark S22 dataset [164]. The
optimal value a = 0.77 is below unity, indicating that uMBD effectively reduces the range of
oscillators fluctuations.

Another direction is extending MBD beyond dipole approximation, as proposed in Refs. [165–
167], where quadrupolar couplings within MBD were considered. This extension is significant
because higher-order multipolar interactions, such as quadrupole couplings, are important for
accurately modeling the vdW dispersion interactions [11, 12], and by including them the pre-
dictive accuracy of the MBD framework can be further enhanced. Recently, it was also demon-
strated that the MBD method can provide a semi-quantitative description of optically excited
states [168], serving as a much cheaper alternative to the solution of the Bethe-Salpeter equa-
tion.

The MBD+C method [169] represents yet another notable advancement, which tackles the chal-
lenge of capturing delocalized charge fluctuations in metallic systems by incorporating charge-
hopping terms in the MBD model. From a computational standpoint, MBD+C introduces a
larger prefactor due to the emergence of 4N ×4N matrices, though it retains the cubic scaling
of the standard MBD algorithm. This makes MBD+C significantly more efficient than ACFD-
RPA, which is practically the only method capable of accurately capturing the type-C non-
additivity [119].

Moreover, the computational scaling of MBD can be reduced to linear by using stochastic trace
estimators, as shown by Piquemal and co-workers [170]. Using deep neural networks to predict
Hirshfeld volume ratios [171] further alleviates the computational load related to MBD by dis-
pensing with density-functional (tight-binding) calculations, normally used to set the oscillator
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2.3 van der Waals Dispersion Interactions

parameters. Last but not least, the second-quantized approach to MBD (SQ-MBD) [172] offers
a promising path for exploring collective plasmon-like phenomena in large-scale biomolecular
systems.

In Chapter 4 of this thesis, we introduce a novel variant of the MBD method, termed Fully-
Coupled Optimally-Tuned MBD (MBD@FCO). This approach is designed to accurately and si-
multaneously capture both the dispersion energy and the impact of vdW dispersion on elec-
tronic density. The new method leverages the full dipole tensor (2.166) and incorporates an
optimized parametrization of QHOs. Detailed explanations and derivations are provided in
Section 4.1.
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Chapter 3

Universal Pairwise Interatomic
van der Waals Potentials

Parts of this chapter have been published in this or similar form in:
A. Khabibrakhmanov, D. V. Fedorov, A. Tkatchenko,

J. Chem. Theory Comput. 19, 7895–7907, 2023.

Van der Waals (vdW) forces play an indisputably important role in determining the structure
and dynamics of many biomolecular, solid-state, and polymeric systems [7, 9–12]. The accu-
rate description of vdW interactions requires sophisticated quantum-mechanical treatment,
using the adiabatic-connection fluctuation-dissipation theorem (ACFDT) in density-functional
theory or high-level quantum chemistry methods, such as coupled cluster or quantum Monte-
Carlo [11, 12]. However, the prohibitive computational cost of these methods precludes their
applicability to extended (bio)molecular systems. Therefore, practical simulations of large and
complex systems are often done using classical force fields such as AMBER [27], CHARMM [28],
or GROMACS [29].

For the description of vdW forces, these popular force fields resort to the seminal Lennard-Jones
(LJ) [30] (or an improved Buckingham [173]) potential as a practical shortcut. Two parameters,
the well depth De and the equilibrium position Re , fully specify the LJ potential. However, these
parameters can be determined unambiguously only for relatively simple vdW-bonded systems,
such as noble gas dimers or crystals. Moreover, the LJ potential is notorious for its lack of flex-
ibility and very limited quantitative accuracy [174, 175]. On the other hand, the celebrated
Tang-Toennies potentials [85–87, 176] are derived from first principles and yield high accuracy
for dimers including noble gases and group II elements. To achieve such an accuracy, the Tang-
Toennies potentials employ from 5 to 9 parameters, depending on the exact flavor [87]. Setting
these parameters requires knowledge of Re and De for each vdW bonded dimer [85, 86], which
prevents a generalization of the Tang-Toennies models to the whole periodic table. Moreover,
like the LJ potential, the most recent conformal Tang-Toennies (TTS) potential [86] is prone to
large errors for dispersion coefficients (see Figure 3.1a) despite its high accuracy close to equi-
librium distances. Hence, a vdW potential combining wide transferability across the periodic
table, high accuracy, and minimal parametrization is not yet available.

Here, we develop a universal conformal pairwise vdW potential, which can be parametrized for
all chemical elements based solely on two non-bonded atomic properties – static dipole polar-
izability α1 and dipole-dipole dispersion coefficient C6. Our potential is consistently derived
within the framework of the quantum Drude oscillator (QDO) model [99] using the Heitler-
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London perturbation theory [111, 177], and it is devoid of adjustable parameters. This is achie-
ved by building connections between atomic scaling laws [102, 103, 178], the microscopic law of
corresponding states [4, 179–181], and symmetry-adapted perturbation theory (SAPT) [37, 38]
for intermolecular interactions. The derived exchange repulsion term in our potential obeys
correct physical limits both at R → 0 and R →∞, and the predicted C6 dispersion coefficients
are significantly more accurate compared to the other conformal Lennard-Jones and Tang-
Toennies [86] potentials. The designed vdW-QDO potentials are twice as accurate as the LJ
potentials when averaged over 15 noble-gas dimers. In addition, the vdW-QDO potential aug-
mented by a damping function can accurately describe binding curves of dimers consisting of
(closed-shell) group II atoms. Moreover, the vdW-QDO potential can be applied to molecular
systems, when coupled with an atom-in-molecule (AIM) approach [39]. We demonstrate this
by accurately reproducing the dispersion energy for dispersion-dominated molecular dimers
from the S66×8 dataset [182].

We derive the vdW potential in the QDO framework, which is a coarse-grained model for the
electronic response [96, 97, 109, 183–185] proved to be accurate and insightful in many appli-
cations across various fields [40, 41, 98, 99, 103, 109, 110, 168, 186–189]. Within the QDO model,
the response of valence electrons is described via a quasi-particle (drudon or Drude particle)
with a negative charge −q and mass m, harmonically bound to a positively-charged pseudo-
nucleus of charge q with a characteristic frequency ω. Coupled QDOs are also extensively used
in the development of vdW density functionals [39, 40, 190], quantum mechanical [99, 109] and
polarizable force fields [187, 191–194] as well as recent machine learning force fields [153, 195].

The QDO model has been already used to build interatomic vdW potentials for water or noble-
gas dimers and crystals [99, 100, 109, 186, 187]. However, within the corresponding studies, the
repulsive term was added in ad hoc manner, either by fitting Born-Mayer [173, 196] exponents
to ab initio repulsive walls [99, 109, 186, 187] or by directly adding the Hartree-Fock exchange
energy [100]. Therefore, such potentials cannot be generalized beyond the systems for which
direct first-principles simulations are possible. In contrast, here we suggest a consistent treat-
ment of both Pauli (exchange) repulsion and vdW dispersion within the QDO framework. To
our knowledge, this is the first vdW potential of such a type, which does not directly utilize the
reference binding energy of dimers or the Hartree-Fock exchange energy curve, but neverthe-
less provides relatively good accuracy.

3.1 Model Construction

The long-range vdW dispersion energy for two identical QDOs is given by the usual multipolar
series [99, 185]

Edisp(R) =−C6

R6
− C8

R8
− C10

R10
− ... , (3.1)

where the dispersion coefficients are related to the oscillator parameters via the closed-form
expressions (see Section 2.2.3):

C6 = 3

4
ħωα2

1k2
e , C8 = 5ħ

mω
C6 , C10 = 245ħ2

8(mω)2
C6 , (3.2)

where α1 = q2/mω2 is the QDO dipole polarizability and ke = 1/4πε0.1 Tang and Toennies
showed [85, 176] that including the three leading dispersion terms is sufficient to obtain the
accurate vdW potential. Therefore, we also truncate the series of Eq. (3.1) at the C10 term.

1All equations in this chapter are written in SI units.
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Figure 3.1: Dispersion coefficients of noble gases and the potential curve of a neon dimer. (a) Errors
in dispersion coefficients arising from the LJ and TTS potentials. The TTS dispersion coefficients are ob-
tained as C2n =C∗

2n×De R2n
e [86], and the reference dispersion coefficients C ref

2n are given in Table 3.1. (b)
The vdW-QDO potential for neon dimer benchmarked to the TTS potential and the reference CCSD(T)
potential [197]. Vertical dotted lines indicate the equilibrium distance as predicted by CCSD(T) (black)
and vdW-QDO potential (red). For comparison, the LJ potentials in two different parametrizations (see
our discussion in the text) are also displayed in blue and green. Reproduced from Ref. [107] under the
CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.

The exchange repulsion is introduced into the model according to Refs. [102, 103], where multi-
pole contributions to the exchange energy of a homonuclear dimer were derived by considering
two identical drudons as bosons, assuming that they represent closed valence shells of atoms
with a zero total spin. Consequently, the total wave function of a dimer is represented by a
symmetrized product

Ψ(r1,r2) = 1p
2

(
ψA(r1)ψB (r2)+ψA(r2)ψB (r1)

)
, (3.3)

where ψA(r1) = (mω
πħ

)3/4 e−mω
2ħ r2

1 and ψB (r2) = (mω
πħ

)3/4 e−mω
2ħ (r2−R)2

are, respectively, the ground-
state wave functions of drudons centered at nuclei A and B separated by R. Within the Heitler-
London perturbation theory [111, 177], the exchange energy of two identical vdW-bonded
QDOs at near-equilibrium and larger distances is well approximated by the exchange inte-
gral [102, 103]:

Eex ≈ Jex =
〈
ψA(r1)ψB (r2)

∣∣V̂C
∣∣ψA(r2)ψB (r1)

〉
. (3.4)

The evaluation of Eq. (3.4) with the multipole expansion of Coulomb coupling V̂C between the
two QDOs results in multipole contributions to the exchange energy [102, 103]. In dipole ap-
proximation, this yields

J (1)
ex = ke q2S/2R , S = ∣∣〈ψA

∣∣ψB
〉∣∣2 = e−mω

2ħ R2
, (3.5)

where S is the overlap integral. Higher-order multipole contributions (l > 1) to the exchange
repulsion energy J (l )

ex have the same leading-term dependence on internuclear distance R, with
the only difference in a proportionality coefficient, i.e. J (l )

ex ∝ ke q2S/R [103]. Therefore, we
introduce an effective exchange repulsion energy as

E eff
ex = Ake q2S/R , (3.6)

with the proportionality coefficient A to be determined self-consistently, in what follows. In
this way, we effectively include multipole contributions to all orders. Importantly, our E eff

ex has
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Table 3.1: The reference parameters of noble-gas dimers: dipole polarizability α1 (in a.u.), dispersion
coefficients C6,C8,C10 (in a.u.), and dimer potential well parameters Re (in bohr) and De (in meV) for
noble-gas dimers. For Re and De , the values in Å and Kelvin, respectively, are extra given in parentheses.
Also, we compare their reference values (columns 5 and 7) to the predictions of Eqs. (3.10) and (3.17)
(columns 6 and 8). The values for C6, C8, and C10 labeled with the star (∗) are taken from Ref. [85]
instead of Refs. [89, 101].

α1 [101] C6 [101] C8 [89] C10 [89] Rref
e (in Å) [86] Re (in Å) Dref

e (in K) [86] De (in K)

He2 1.38 1.46 14.123 183.79 5.608 (2.97) 5.35 (2.83) 0.948 (10.99) 1.634 (19.0)

Ne2 2.67 6.38 90.265 1532.8 5.83 (3.09) 5.87 (3.11) 3.632 (42.15) 4.049 (47.0)

Ar2 11.1 64.3 1621.5 49033 7.11 (3.76) 7.20 (3.81) 12.319 (142.95) 12.00 (139.3)

Kr2 16.8 129.6 4040 150130 7.589 (4.02) 7.64 (4.04) 17.310 (200.87) 16.94 (196.6)

Xe2 27.3 285.9 12004 588210 8.273 (4.38) 8.19 (4.33) 24.126 (279.97) 24.64 (285.9)

Rn2 33.54 420.6∗ 19263∗ 1067000∗ 8.37 (4.43) 8.43 (4.46) 34.885 (404.81) 30.38 (352.5)

1/R dependence, which properly describes the infinite repulsive wall at short distances. Thus,
in contrast to the Born-Mayer or Duman-Smirnov [92, 198, 199] functional forms for exchange
repulsion possessing a finite value of Eex at R → 0, Eq. (3.6) agrees with the orbital overlap model
for Pauli repulsion [200, 201]. Moreover, our E eff

ex does not rely on empiricism, as it explicitly
depends only on the QDO parameters (vide infra), whereas the existing Pauli repulsion models
require fitting to some ab initio data [92, 98, 99, 109, 201–203].

To determine the coefficient A in Eq. (3.6), we employ the force balance condition at the equi-
librium distance,

(−∇R E eff
ex −∇R Edisp

)∣∣
R=Re

= 0, which yields

Ake q2
[

1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e = 6C6

R7
e
+ 8C8

R9
e
+ 10C10

R11
e

. (3.7)

To evaluate the equilibrium distance Re in our model, we use the quantum-mechanical relation
between the atomic (static) dipole polarizability and vdW radius [102]

α1 =Φ×R7
vdW , (3.8)

where the proportionality coefficientΦ is given by [178]

Φ= (4πε0/a4
0)×α4/3

fsc , (3.9)

withαfsc = e2/4πε0ħc ≈ 1/137.036 as the fine-structure constant. The relation given by Eqs. (3.8)–
(3.9) turned out to be valid for real atoms. Especially, it is very accurate for noble gases, where
the mean absolute relative error (MARE) 〈|RvdW −Rref

vdW|/Rref
vdW〉 is about 1%. [102, 178] Since by

definition RvdW is a half of the equilibrium distance Re in a homonuclear vdW bonded dimer [102,
204], accurate equilibrium distances can be obtained via

Re = 2×RvdW = 2× (α1/Φ)1/7 . (3.10)

With α1 and C6 being fixed, there are two unknown quantities in Eq. (3.7), A and mω, since C8

and C10 are solely expressed in terms of C6 and mω via Eq. (3.2).

As shown in Ref. [110], the product mω can be obtained from the force balance in the dipole
approximation

ke q2

2

[
1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e = 6C6

R7
e

, (3.11)
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with Re substituted from Eq. (3.10). Solution of this transcendental equation allows to deter-
mine the three oscillator parameters {q,m,ω} given only {α1,C6}. We denote this parametriza-
tion scheme as vdW-OQDO, similar to the recently suggested OQDO scheme [110]. The details
of the procedure and the corresponding values of {q,m,ω} can be found in Appendix A2.

Solving Eqs. (3.11) and (3.7) together, one can obtain

A = 1

2
+ 2C8

3C6R2
e
+ 5C10

6C6R4
e

(3.12)

and the total vdW potential

VQDO = A
ke q2

R
e− (γR)2

2 −
5∑

n=3

C2n

R2n
, γ=

p
mω/ħ . (3.13)

The vdW-QDO potential for neon is displayed by the red curve in Figure 3.1b, which shows ex-
cellent agreement with the TTS potential [86] as well as with the CCSD(T) calculations [197]
across the whole range of distances from 0.7Re (∼4 Bohr) to infinity. Inclusion of C8 and C10

dispersion coefficients together with the suggested approach to treat exchange repulsion en-
ergy allows us to predict the correct depth and shape of the potential without losing the ac-
curacy in predicting the equilibrium distance, which is inherited from the dipole approxima-
tion. In addition, we compare our potential to the LJ potential, for which we use two differ-
ent parametrizations: LJ1 derived from thermodynamical properties and LJ2 designed to re-
produce reference Re and De (see Appendix A3 for more details). We note that the present
vdW-QDO potential (3.13) performs accurately in the whole range of distances, whereas the
LJ1 potential (blue curve in Figure 3.1b) underestimates the energy in potential minimum re-
gion and the LJ2 potential overestimates the long-range energy (green curve), although both
being reasonably accurate in the repulsive region. This imbalance and lack of flexibility of the
LJ potential, which is observed for all noble gases, is one of the main issues limiting its quan-
titative predictive power [174, 175]. Moreover, the LJ potential severely overestimates C6 co-
efficient (Figure 3.1a), which is responsible for the correct long-range energy. The proposed
vdW-QDO potential overcomes these difficulties without increasing the number of parameters.
Moreover, our potential recovers correct bonding behavior using only a free atom property α1

and asymptotic interaction parameter C6, which do not contain information about the interac-
tion between atoms at short distances.

3.2 vdW-QDO Potential for Noble-Gas Dimers

With the accurate Ne2 potential curve in hand, its counterparts for all other noble-gas dimers
can be derived using the conformality of their potentials [86, 205, 206], which is a microscopic
manifestation of the law of corresponding states [179–181]. Namely, for the vdW potential of
other noble-gas dimers, we write

VQDO(R) = DeU Ne
QDO(x), x = R/Re , (3.14)

where U Ne
QDO(x) =V Ne

QDO(xRNe
e )

/
V Ne

QDO(RNe
e ) is the dimensionless potential (shape) of Ne2 dimer

U Ne
QDO(x) = A∗

x
e− (γ∗x)2

2 −
5∑

n=3

C∗
2n

x2n
, (3.15)

with the numerical values of the starred (unitless) parameters and their definitions presented
in Table 3.2.
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Parameter Definition Numerical value

A∗ Ake q2
/

Re De 1508.917

γ∗ Re
p

mω/ħ 3.912

C∗
6 C6

/
De R6

e 1.1779

C∗
8 5C6

/
De R6

e (γ∗)2 0.3848

C∗
10 245C6

/
8De R6

e (γ∗)4 0.1540

Table 3.2: Dimensionless parame-
ters of the vdW-QDO potential in
Eq. (3.15). The Ne2 dimer parame-
ters used in the second column are
De = 3.586 meV [Eq. (3.16)] and Re =
5.875 bohr [Eq. (3.10)]. The QDO pa-
rameters for Ne2 dimer are q = 1.18865,
m = 0.37164, ω= 1.19326 (in a.u.).

Thus, only Re and De for every dimer are required to obtain their vdW potential. For Re , the
accurate scaling law (3.10) is already established, whereas an analogous scaling law for De of
noble-gas dimers is not yet known. Substituting R = Re to Eq. (3.13) and using Eq. (3.7) to elim-

inate Ake q2e− (γR)2

2
/

R yields

De =−V Ne
QDO(RNe

e ) = C6

R6
e

(
1− β−5

β(1+β)
− 40

β(1+β)
+ 245

8β2
− 2450

8β2(1+β)

)
, (3.16)

with β= mω
ħ R2

e = (γ∗)2. Analyzing reference CCSD(T) data for De from Ref. [86], we found that
Eq. (3.16) truncated at first two terms can accurately predict De for all noble-gas dimers

De ≈ C6

R6
e

(
1− β−5

β(1+β)

)
. (3.17)

In Figure 3.2, De by Eq. (3.17) are compared to the reference CCSD(T) data. The bar chart shows
that Eq. (3.17) is accurate for homo- and heteronuclear dimers of He–Xe with all errors below 1
meV. For dimers with Rn, the errors are larger, with Rn2 being underbound by 4.5 meV or 13%.
The larger errors for Rn dimers likely stem from the fact that the reference coupled-cluster cal-
culation [213] is less reliable than the corresponding calculations for the lighter dimers He2–
Xe2 [197, 207–210]. For example, De of Xe2 dimer reported in Ref. [213] is by 7.5% larger than
the one of Ref. [210], which is state-of-the-art calculation. Thus, a similar or even larger overes-
timation of De should be expected for Rn2 [213], where relativistic effects are more pronounced.
Accounting for that, the estimated error of Eq. (3.17) for Rn2 would not exceed 5.5%. We con-
clude that the suggested scaling law (3.17) allows one to accurately evaluate De for all noble-gas
dimers given only {α1,C6} without involving any adjustable parameters.

Figure 3.2: Binding energies
of noble-gas dimers. De by
Eq. (3.17) compared to the ref-
erence CCSD(T) values [86] for
21 noble-gas dimers. Mean er-
ror (ME) and mean absolute er-
ror (MAE) are displayed. Repro-
duced from Ref. [107] under the
CC-BY 4.0 license. © 2023 The
Authors. Published by American
Chemical Society.
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Figure 3.3: Potential curves of 21 noble-gas dimers. vdW-QDO potentials (solid lines) for (a) homonu-
clear and (b-d) heteronuclear noble-gas dimers benchmarked to the TTS potential [86] (dashed lines)
and the reference CCSD(T) calculations (circles) [197, 207–212]. Reproduced from Ref. [107] under the
CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.

To extend the developed potential to heteronuclear dimers, combination rules for potential
parameters can be used. The simplest ones are given by

R AB
e = (

R A
e +RB

e

)/
2 , D AB

e =
√

D A
e DB

e (3.18)

and known as the Lorentz-Berthelot rules, which are often used for the LJ potential and imple-
mented in many molecular simulation packages [27–29]. However, the Lorentz-Berthelot rules
are not accurate [102, 214–216]. Therefore, instead of mixing Re and De , we use mixing rules
for α1 and C6, since our potential is fully parametrized by these two quantities. With the effec-
tive mixed values

{
αAB

1 ,C AB
6

}
, we can set three oscillator parameters {q,m,ω} through the same

vdW-OQDO parametrization procedure as for homonuclear dimers (Appendix A2). By doing so,
even the heteronuclear dimer AB is effectively represented by two identical oscillators, which
still allows us to apply the formalism for exchange repulsion, Eqs. (3.3)–(3.4), developed for
homonuclear dimers. For C6 dispersion coefficient, the very accurate combination rule arising
from the London formula is already well known [85, 145]

C AB
6 = 2αA

1 α
B
1 C A

6 C B
6

C A
6 (αB

1 )2 +C B
6 (αA

1 )2
. (3.19)

To combine polarizabilities, we employ the robust mixing rule for vdW radii which was estab-
lished in Ref. [102], where it was shown that accurate equilibrium distances in noble-gas dimers
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(MARE = 1%) are delivered by

R AB
e = 2×Φ−1/7 [(

αA
1 +αB

1

)/
2
]1/7

, (3.20)

similar to the homonuclear case (3.8). Thus, the effective polarizability αAB
1 can be simply rep-

resented by
αAB

1 = (
αA

1 +αB
1

)/
2 . (3.21)

Thereby, combining Eqs. (3.14), (3.15), (3.17), (3.19) and (3.21) with the vdW-OQDO parametriza-
tion scheme (see Appendix A2), we obtain vdW-QDO potentials for all 21 noble-gas dimers.
They are shown in Figure 3.3 with the excellent agreement to both TTS potential and reference
CCSD(T) calculations for homo- and heteronuclear dimers of Ne, Ar, Kr, and Xe on panels (a)
and (c), as well as for He–Ar, He–Kr (b) and Rn–Xe (d). The other Rn dimers are challenging for
our model due to the discrepancies in De , as was discussed above. In the case of He dimers,
the error is caused to a large extent by the underestimated Re of He2, with 5.35 Bohr predicted
by Eq. (3.10) against the reference value of 5.608 bohr [207]. In addition, the actual error in the
potential for He dimers is small in magnitude (despite being seemingly large visually due to the
scale of y-axis in Figure 3.3b).

To evaluate the accuracy of our potential quantitatively, we introduce the normalized area dif-
ference metric ∆S between tested and reference potentials as

∆S = 1

Re De

2.0Re∫
0.8Re

|Vref(R)−Vtest(R)| dR . (3.22)

The essential physical meaning of ∆S is illustrated in Figure 3.4b which shows that this single
unitless number represents a measure of difference between tested and reference potentials.
The integration limits are set to 0.8Re and 2.0Re to evaluate accuracy close to the minimum
region, whereas the long-range accuracy can be evaluated separately in terms of dispersion co-
efficients. Previously, ∆-gauge was used in benchmarks of various density-functional codes in
calculations of equations of state for solids [217, 218]. The TTS potential [86] was chosen as
the reference potential, and we benchmark vdW-QDO and LJ1 potentials relative to it (a sim-
ilar benchmark for LJ2 can be found in Appendix A3). The computed ∆S-matrices for 15 He –
Xe dimers are displayed in Figure 3.4c-d (Rn dimers are omitted since there are no LJ param-
eters for Rn available in the literature). We note that the vdW-QDO potential has twice better
accuracy than the LJ one with 〈∆QDO

S 〉 = 9.0% compared to 〈∆LJ1
S 〉 = 18.4% and 〈∆LJ2

S 〉 = 17.3%
when averaged over 15 dimers. Helium is the obvious outlier for vdW-QDO with the highest
∆S = 31.1%, whereas for all other dimers ∆S is below 13.6%. In contrast, LJ potential shows
much broader variations in ∆S spanning from 3.7% for Ar–Kr to 43.2% for Xe2. Although the
LJ potential shows better ∆S values than vdW-QDO for some of the dimers (He2, Ne2, He–Ne,
Ne–Ar, Ar–Kr), overall the performance of vdW-QDO potential is more accurate and robust.
Generally, Figure 3.4 supports the above conclusions about the accuracy of vdW-QDO potential
based on Figure 3.3. We note that the predictions of LJ potential become worse for heteronu-
clear dimers composed of small and large atoms (e.g. He–Ar, He–Kr, Ne–Kr) than for atoms with
a relatively close size (Ne–Ar, Ar–Kr) (Figure 3.4c). In contrast, the evenly accurate predictions
of the vdW-QDO model (Figure 3.4d) suggest that the combination rules (3.19) and (3.21) em-
ployed in this work are more accurate and robust than the Lorentz-Berthelot rules (3.18).

To evaluate the quality of the potentials in the long-range limit, in Figure 3.4a we compare
the dispersion coefficients predicted by vdW-QDO and TTS potentials to the reference ab ini-
tio values (Table 3.1). Such a comparison is fair since both potentials are built as conformal
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Figure 3.4: Assessment of the vdW-QDO potential accuracy. (a) Errors in dispersion coefficients pre-
dicted by vdW-QDO (dark colors) and TTS (light colors) potentials. (b) Schematic illustration of the ∆S

metric calculation. (c,d) Heatmaps showing ∆S (in %) for LJ1 (left) and vdW-QDO (right) potentials rel-
ative to the reference TTS potential. The left and right colorbars have the same scale. Reproduced from
Ref. [107] under the CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.

ones, unlike the earlier TT-2003 potentials [85], which directly utilize reference C2n coefficients
for every element being therefore not strictly conformal. To recover the TTS dispersion coef-
ficients, we used the reported scaling law C2n = C∗

2n ×De R2n
e with C∗

6 = 1.3499, C∗
8 = 0.4147,

C∗
10 = 0.1716 [86]. For the vdW-QDO dispersion coefficients, from Eqs. (3.14), (3.15) and (3.17)

we obtain

C2n =C∗
2n × C6

R2n−6
e

[
1− β−5

β(β+1)

]
, (3.23)

where C∗
6 = 1.1779, C∗

8 = 0.3848, C∗
10 = 0.1540 (see Table 3.2). We found that both potentials

severely underestimate C8 and C10 and demonstrate the similar magnitude of these errors in-
creasing with the atomic number. However, for C6 vdW-QDO potential performs much better,
showing a homogeneous overestimate of 12-13%, whereas the TTS potential again possesses
an increasing magnitude of error, reaching its maximum of 41% for Rn. While C8 and C10 are
important to deliver accurate potential near the equilibrium, in the asymptotic limit the quality
of the potential is fully determined by the leading C6 coefficient. Therefore, we can conclude
that our conformal vdW-QDO potential shows physically more reasonable long-range behavior
than the conformal TTS potential.
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3.2.1 Damped vdW-QDO Potential

In contrast to the Tang-Toennies potentials [85, 86], the above vdW-QDO model does not em-
ploy any damping of the dispersion energy. In fact, for noble-gas dimers damping the disper-
sion energy is not essential, and interatomic vdW potential can be effectively described even
without a damping function, as was shown above. This provides additional reasoning why the
scaling law for vdW radius (3.8), originally derived without damping [102], works so well. To
uncover the effect of the damping function on the results, we derived the damped vdW-QDO
potential (vide infra), where the QDO damping function reads

f2n(z) = 1−e−z
n∑

k=0

zk

k !
, z = (γR)2

2
. (3.24)

Interestingly, the damping function (3.24) differs from the TT damping function (2.84) only in
the upper summation limit (for the TT it is 2n) and in the physical meaning of the unitless
variable (z = bR for the TT damping function, with b stemming from the Born-Mayer repulsion
term Ae−bR ). Note that, due to the distinct form of the Pauli repulsion in the vdW-QDO and TT
models, the QDO damping function contains only even powers of R up to 2n. The derivation of
the QDO damping function and a more detailed discussion are presented in Appendix A1.

The derivation of the damped vdW-QDO potential is similar to the undamped one, with the
only difference in the form of dispersion energy and hence dispersion force. The force-balance
equation in the dipole approximation reads [102]

ke q2

2

[
1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e = 6 f6(Re )C6

R7
e

− f ′
6(Re )C6

R6
e

. (3.25)

Incorporating C8 and C10 terms and the constant Ad , we get the full force-balance equation

Ad ke q2
[

1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e =
5∑

n=3

(
2n f2n(Re )C2n

R2n+1
e

− f ′
2n(Re )C2n

R2n
e

)
. (3.26)

Solving Eqs. (3.25) and (3.26) together, one can express Ad by

Ad =
(

1

2
+ C8

2C6R2
· 8 f8 −R f

′
8

6 f6 −R f
′

6

+ C10

2C6R4
· 10 f10 −R f

′
10

6 f6 −R f
′

6

)∣∣∣∣∣
R=Re

(3.27)

and write the damped vdW-QDO potential as

V damp
QDO (R) = Ad ke q2

R
e−γR2/2 −

5∑
n=3

f2n(R)
C2n

R2n
. (3.28)

Similar to the undamped case, we use Ne2 to obtain the dimensionless shape of the potential

U Ne,damp
QDO (x) = A∗

d

x
e− (γ∗x)2

2 −
5∑

n=3
f2n(γ∗x)

C∗
2n

x2n
, (3.29)

with the starred parameters for this equation defined in Table 3.3. For other dimers, the poten-
tials are obtained via rescaling

V damp
QDO (R) = DeU Ne,damp

QDO (x) , x = R/Re , (3.30)

where for De we use Eq. (3.17) as for the undamped potential. The above derivation is not
specific to noble gases, remaining valid also for group II dimers. The corresponding starred
parameters are listed in Table 3.5.
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Figure 3.5: Damped vdW-QDO potentials of noble-gas dimers. The same as Figure 3.3 but for the
damped vdW-QDO potential (3.28). Reproduced from Ref. [107] under the CC-BY 4.0 license. © 2023
The Authors. Published by American Chemical Society.

Figure 3.5 shows the obtained damped vdW-QDO potential curves for noble-gas dimers com-
pared to the TTS potential [86] and reference CCSD(T) calculations. One can see almost the
same curves as in the undamped case, having a perfect agreement with the references. The
only noticeable differences to the undamped case can be observed in the short-range region.

Table 3.3: The damped vdW-QDO
potential parameters for noble
gases in Eq. (3.29). The parameters
of Ne2 dimer used in the second
column are Re = 5.875 bohr and
De = 3.620 meV [Eq. (3.28)]. The
damped QDO parameters for Ne2

are qd = 1.20299, md = 0.38066,
ω= 1.19326 (in a.u.).

Parameter Definition Numerical value

A∗
d Ad ke q2

d

/
Re De 1415.607

γ∗ Re
√

mdω/ħ 3.959

C∗
6 C6

/
De R6

e 1.1667

C∗
8 5C6

/
De R6

e (γ∗)2 0.3721

C∗
10 245C6

/
8De R6

e (γ∗)4 0.1454

3.2.2 Comparison of vdW-QDO and TT Models Against SAPT

We also observe that for both the TT and vdW-QDO models exchange repulsion and dispersion
terms separately do not agree with their SAPT counterparts, whereas the total potentials show
very close agreement with the sum of the SAPT terms. This finding is in line with the statement

55

https://creativecommons.org/licenses/by/4.0/


3.2 vdW-QDO Potential for Noble-Gas Dimers

Figure 3.6: Comparison of SAPT, TT and vdW-QDO energy contributions. (a) Dispersion and (b)
exchange repulsion components of the vdW-QDO (red) and Tang-Toennies [85] (blue) potentials com-
pared to the SAPT energy contributions (black) for neon dimer. The comparison of total interaction
curves is shown in (c). The SAPT data was taken from Ref. [8]. Individual SAPT contributions for neon
are displayed in (d). The insets in (a) and (b) show zoom-in to near-equilibrium distances. The inset
in (c) is the discrepancy between Tang-Toennies potential and undamped/damped vdW-QDO poten-
tials. Everywhere the vertical dashed line denotes the equilibrium distance. Reproduced from Ref. [107]
under the CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.

of Ref. [92] that the generalized Heitler-London theory delivers a more compact expansion of
interaction energy than the SAPT.

Within the SAPT framework [37, 38], the interaction energy of two noble-gas atoms can be rep-
resented as the sum of four contributions

E SAPT
int = E (1)

elst +E (1)
exc +E (2)

disp +E (2)
exc−disp , (3.31)

since induction and exchange-induction terms perfectly cancel out each other delivering E (2)
ind+

E (2)
exc−ind ≈ 0 (see Figure 3.6d). On the other hand, the Tang-Toennies model relies on a more

compact decomposition of the interaction energy, consisting only of exchange repulsion and
dispersion. Nevertheless, the total interaction energies obtained through the TT model and
SAPT are practically the same for noble-gas dimers. This interesting fact has been already dis-
cussed in literature [92]. Similar to the TT model, our vdW-QDO potential also relies on the
balance between exchange repulsion and dispersion. Therefore, we find it useful to report here
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a simple analysis, which elucidates the reasons behind the high accuracy of the vdW-QDO and
TT models.

In Figure 3.6a-b, we separately compare the dispersion and exchange repulsion terms of vdW-
QDO and TT potentials for the neon dimer. A close agreement between the undamped vdW-
QDO (red solid curve) and TT (blue curve) potentials is observed for both terms, with the
discrepancy appearing more pronounced only at shorter distances. In contrast, the damped
vdW-QDO dispersion and exchange repulsion (red dashed curves) are significantly different,
although their sum shows a perfect agreement with undamped vdW-QDO and TT potentials
(Figure 3.6c). In addition, we compare the energy terms of vdW-QDO and TT models to the
corresponding energy contributions from the SAPT-CCSD calculations [8] (black solid curves).
A noticeable difference for both dispersion and exchange repulsion energies can be spotted.
In other words, the dispersion energy from the vdW-QDO and TT potentials does not exactly
reproduce E (2)

disp curve from SAPT, and the same is true also for their exchange repulsion parts

versus E (1)
exc. However, if instead one compares to the sums E (1)

elst+E (1)
exc and E (2)

disp+E (2)
exc−disp, then

much closer agreement with the vdW-QDO and TT energy decomposition is observed, as illus-
trated by black dashed lines.

Thus, we conclude that both vdW-QDO and TT potentials rely on the effective description of
exchange repulsion and electrostatics by the exchange term and on the effective description of
dispersion and exchange-dispersion interactions by the dispersion term in the potential. We
believe that this observation is important as it embeds the designed accurate interatomic po-
tentials into the physical picture of noncovalent interactions.

3.3 Application to Group II Dimers

Another class of vdW systems where Tang-Toennies potentials work well consists of Me2 dimers,
with Me = Mg, Ca, Sr, Ba, Zn, Cd, and Hg. Although such systems are not purely vdW-bonded,
it was demonstrated that their interatomic potentials can be also well described by the TT po-
tential [93, 176, 219–223]. Moreover, potentials of the group II dimers also obey the principle
of corresponding states, albeit the underlying potential shape is distinct from that of noble-gas
dimers [93, 221, 222]. The only exception is the Be-Be dimer, which has been a long-standing
puzzle for quantum chemistry. The potential curve of Be2 has a remarkably different shape in
the long-range region, compared to other alkaline-earth elements [93]. Since this dimer does
not obey the principle of corresponding states, it is excluded from our consideration here. In
what follows, we show that the vdW-QDO potential is also capable of describing the potential
curves of the group II dimers upon several modifications.

Table 3.4: The reference param-
eters of group II dimers: dipole
polarizability α1 and C6 dispersion
coefficient (in a.u.), as well as Re (in
bohr) and De (in meV), for which
the values in Å and Kelvin, respec-
tively, are extra given in paren-
theses. The used data sources:
a Ref. [224], b Ref. [225], c Ref. [226],
d Ref. [222], e Ref. [227], f Ref. [228].

α1 C6 Re (in Å) De (in K)

Mg2 71.3a 627a 7.35 (3.89)b 53.81 (624.4)b

Ca2 157.1a 2121a 8.13 (4.30)b 130.18 (1511)b

Sr2 197.2a 3103a 8.88 (4.70)b 129.69 (1505)b

Ba2 273.5a 5160a 9.43 (4.99)b 169.36 (1965)b

Zn2 38.67c 359d 7.23 (3.83)e 28.64 (332.4)e

Cd2 46c 686d 7.32 (3.87)e 40.91 (474.8)e

Hg2 33.9c 392d 6.95 (3.68)f 48.60 (564.0)f
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Figure 3.7: Potential curves of group II dimers: (a) Mg2, Ca2, Sr2, Ba2 and (b) Zn2, Cd2, Hg2. The vdW-
QDO potentials are shown by solid lines, circles mark coupled-cluster calculations [225, 227, 228], and
crosses display experimental potential curves [229–231]. Reproduced from Ref. [107] under the CC-BY
4.0 license. © 2023 The Authors. Published by American Chemical Society.

First, in contrast to noble gases, for Me2 dimers the damping function (3.24) cannot be omitted
due to much larger polarizabilities and hence dispersion coefficients than those of noble gases
(see Table 3.4). As a result, without the damping function, a pronounced divergence of the vdW-
QDO potential would already occur at near-equilibrium distances. Second, the scaling laws of
Eqs. (3.10) and (3.17) are not so accurate for the group II dimers, since the bonding in Me2 is
not purely of vdW type [93, 221]. Therefore, the reference values of Re and De (Table 3.4) were
used for our vdW-QDO potential.

Following Tang et al. [93], we choose Sr2 dimer as the reference system to get the shape of the
potential curve and then rescale it onto other dimers. Similar to the case of noble gases, the
damped vdW-QDO potential shape for Sr2 dimer was derived as

U Sr
QDO(x) = A∗

d

x
e− (γ∗x)2

2 −
5∑

n=3
f2n(γ∗x)

C∗
2n

x2n
, (3.32)

with the numerical values of its parameters presented in Table 3.5. The QDO parameters
{q,m,ω} for the Sr2 dimer were set using α1,C6 and Re following the damped vdW-OQDO pro-
cedure, as explained in Appendix A2. Altogether, the three physical quantities are employed to
parametrize the vdW-QDO potential for Sr2, compared to the five

{
Re ,De ,C6,C8,C10

}
in case of

the Tang-Toennies potential [93]. For other Me2 dimers, we need only Re and De from Table 3.4
to perform the rescaling

VQDO(R) = DeU Sr
QDO(x) , x = R/Re . (3.33)

Parameter Definition Numerical value

A∗
d Ad ke q2

/
Re De 58.051

γ∗ Re
p

mω/ħ 2.992

C∗
6 C6

/
De R6

e 1.6209

C∗
8 5C6

/
De R6

e (γ∗)2 0.9053

C∗
10 245C6

/
8De R6

e (γ∗)4 0.6194

Table 3.5: The damped vdW-QDO
potential parameters for group II el-
ements in Eq. (3.32). The Sr2 dimer
parameters used in the second col-
umn are De = 129.7 meV and Re =
8.88 bohr [225]. The QDO parame-
ters for Sr2 dimer are q = 1.5433, m =
1.0671, ω= 0.1064 (in a.u.).
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Figure 3.8: Dimensionless
shape of vdW potential curves.
vdW-QDO shapes for Ne2 (red)
and Sr2 (green) compared to the
shapes of the LJ (dashed blue)
and TTS (dashed black) poten-
tials. Reproduced from Ref. [107]
under the CC-BY 4.0 license. ©
2023 The Authors. Published by
American Chemical Society.

The results in Figure 3.7 show that vdW-QDO potentials are in excellent agreement with both
ab initio and experimentally derived potentials (when they are available). This is a remark-
able result since the binding energies of group II dimers are up to 5 times larger than those of
the heaviest noble gases. Furthermore, the shape of their potentials is distinct from the one
of noble gases (Figure 3.8). Thus, the vdW-QDO functional form is robust and well-suited to
describe vdW potentials across various types of systems. In contrast, the LJ potential cannot
be employed to describe group II dimers with any combination of parameters, since its energy
well is too narrow for such binding curves (Figure 3.8).

3.4 vdW-QDO Potential Generalized to Molecules

We thank Dr. L. Medrano Sandonas for sharing his DFTB3+MBD results on molecular dimers.

Finally, we can show that the developed vdW-QDO potential is also applicable to molecular sys-
tems, with an example of eight dispersion-dominated molecular dimers from the S66×8 bench-
mark dataset [182], including benzene as well as aliphatic and cyclic molecules (see the full list
in Appendix A4). Such systems were chosen to diminish the influence of electrostatic terms not
included in the current vdW-QDO potential.

We compute the energy of vdW interaction between molecules A and B at a given intermolec-
ular separation as

V vdW
QDO(A,B) =V exc

QDO +V disp
QDO = ∑

i∈A

∑
j∈B

V i j
QDO(Ri j ) , (3.34)

where summation goes over the atoms i and j of the molecules A and B , respectively, and Ri j

is the interatomic distance. Interaction energy between a pair (i , j ) is given by the damped
vdW-QDO potential

V i j
QDO(Ri j ) = Ad

ke q2

Ri j
e− (γRi j )2

2 −
5∑

n=3
f2n(γRi j )

C2n

R2n
i j

. (3.35)

To set the QDO parameters {q,m,ω}, we apply the vdW-OQDO procedure coupled with the
atom-in-molecule (AIM) approach to each pair of atoms (i , j ). Following the TS method [39],
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Figure 3.9: Interaction energy curves for a neopentane dimer and statistics for the selected S66×8
dimers. (a) Dispersion (blue) and exchange (red) contributions to the interaction energy of neopen-
tane dimer (shown as inset) calculated by SAPT-DFT [234] (solid lines) and damped vdW-QDO poten-
tial of Eq. (3.34) (dotted lines). In addition, the electrostatic term from SAPT-DFT is displayed in black.
(b) Binding energy curves of neopentane dimer as calculated by different methods: CCSD(T) [182]
(black); PBE0+TS (blue) and PBE0+MBD (green); DFTB3+MBD (magenta); damped vdW-QDO poten-
tial (cyan); SAPT-corrected vdW-QDO potential (3.37) (red). (c) Errors in interaction energy of eight
dispersion-dominated dimers for the five methods considered. Yellow filling depicts the “chemical ac-
curacy” region of ±1 kcal/mol error. Reproduced from Ref. [107] under the CC-BY 4.0 license. © 2023
The Authors. Published by American Chemical Society.

the AIM polarizabilities and dispersion coefficients are defined by

αAIM
1,i =αfree

1,i

(
V AIM

i

V free
i

)
, C AIM

6,i =C free
6,i

(
V AIM

i

V free
i

)2

, (3.36)

where V free
i and V AIM

i are the corresponding Hirshfeld volumes. To compute them, single-
point DFT-PBE0 [72] calculations for every dimer were performed at their equilibrium geome-

try. Then, the effective polarizability αi j
1 and dispersion coefficient C i j

6 for a pair (i , j ) were de-
fined using the combination rules of Eqs. (3.19) and (3.21). Finally, the vdW-OQDO parametriza-

tion procedure was applied to map
{
α

i j
1 ,C i j

6

}
onto {q,m,ω}. After performing pairwise summa-

tion in Eq. (3.34) and repeating the whole procedure for all 8 intermolecular separations, the
vdW-QDO interaction curves for dimers are obtained and compared to the reference CCSD(T)
interaction curves [182]. For comparison, interaction energies of dimers at PBE0+TS [39],
PBE0+MBD [40, 41], and DFTB3+MBD [232] levels of theory were also calculated. All DFT cal-
culations in this work were performed using FHI-aims code [233] with the ‘tight’ atomic basis
sets.

We showcase the obtained results with an example of a neopentane dimer (Figure 3.9b). One
can see that PBE0+TS overbinds neopentane dimer significantly and underestimates the equi-
librium separation by 5%. The inclusion of many-body effects at the PBE0+MBD level improves
the results of PBE0+TS for energy, but the predicted equilibrium separation is still 95% of the
reference value. On the other hand, the DFTB3+MBD method clearly lacks repulsion and at-
traction at short-range and long-range distances, respectively, although at the equilibrium dis-
tance, the two errors largely cancel each other. As for the vdW-QDO potential, we note that the
minimum of the intermolecular interaction curve is very close to the reference CCSD(T) energy,
although our method overestimates the equilibrium separation by 10%. When considering the
overall interaction curve, however, the vdW-QDO potential deviates significantly from the ref-
erence, being too repulsive at shorter distances. These conclusions remain valid also for the
other seven dimers, as supported by the corresponding results in Appendix A4.
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To get insights into such a behavior, we compared the exchange and dispersion terms in vdW-
QDO potential (3.34) to their counterparts from SAPT-DFT calculations [234] (see Figure 3.9a).
The dispersion part of vdW-QDO potential provides excellent agreement with E (2)

disp from SAPT-
DFT, which illustrates the well-known fact that vdW dispersion interaction between small
molecules can be effectively described by a pairwise potential, despite being essentially many-
body in its nature [11, 25, 40]. In contrast, for the vdW-QDO exchange repulsion term, we ob-
serve a noticeable deviation from the E (1)

exc contribution of SAPT-DFT. This might indicate that
exchange repulsion between molecules is not accurately described by the commonly used pair-
wise approach and hence exchange repulsion requires many-body treatment as well [235].

SAPT-DFT calculations [234] indicate also that electrostatic contributions are small but not
negligible even for dispersion-dominated dimers (see Figure 3.9a and Figures A3–A5 in Ap-
pendix A4). To check a possible effect of the inclusion of accurate many-body exchange and
electrostatic interactions on our results, we consider the corrected vdW-QDO potential, where
the first-order SAPT-DFT energy was added to the dispersion energy from the vdW-QDO model

V corr
QDO(A,B) = E (1)

elst +E (1)
exc +V disp

QDO . (3.37)

This approach is similar to the HFDc(1) scheme of Podeszwa et al. [236] with the important
difference that here the dispersion energy is calculated from the QDO model, whereas in the
HFDc(1) method this energy is computed from SAPT. The corrected vdW-QDO curve in Fig-
ure 3.9b delivers a much better description of the interaction energy than the original vdW-
QDO method. Notably, at larger distances V corr

QDO also shows a good agreement with PBE0+MBD
energy.

The overall statistics for the eight molecular dimers are shown in Figure 3.9c in terms of the
error in the equilibrium energy obtained by five methods relative to the reference CCSD(T) val-
ues [182]. Purely analytical vdW-QDO predictions are scattered within the 2 kcal/mol range,
which is remarkable considering the approximations made in the model. Including the first-
order SAPT energy reduces errors roughly to 1 kcal/mol (chemical accuracy). This test demon-
strates that the vdW-QDO approach is not limited to atomic dimers and can be generalized
to molecular complexes, although in that case the accuracy is currently lower. Nevertheless,
considering the approximations made, the fact that the vdW-QDO method (even without SAPT
corrections) properly predicts binding of the considered weakly-bound molecular complexes
from a set of AIM quantities (α1 and C6) is reassuring.

3.5 Summary and Outlook

We developed a universal pairwise vdW potential devoid of empiricism and parameterized by
only two atomic non-bonded parameters. The developed vdW-QDO potential combines the
strengths of the Lennard-Jones and Tang-Toennies models. Similarly to the former, the vdW-
QDO potential is fully determined by only two parameters. At the same time, our potential
is comparable in accuracy to the Tang-Toennies potential for noble-gas dimers, being twice
as accurate as the Lennard-Jones one. Moreover, the vdW-QDO potential has advantages that
are present neither in Lennard-Jones nor in Tang-Toennies models. First, the two parameters
{α1,C6} are readily available for the whole periodic table [101, 226], being computed by highly
accurate ab initio methods. This makes our potential widely applicable, as demonstrated for
atomic dimers of group II elements as well as organic molecular dimers. Second, the confor-
mal vdW-QDO potential has better long-range behavior than the Lennard-Jones and conformal
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Tang-Toennies potentials. This is crucial for applications to extended systems, where errors in
the long-range vdW energy accumulate over many atomic pairs.

The key idea behind the presented potential is the synergy between vdW scaling laws, coarse-
grained QDO formalism for exchange repulsion, and the principle of corresponding states. In
its current form, the vdW-QDO potential does not explicitly include the electrostatic contribu-
tion arising from charge penetration between atoms at short distances, which is non-negligible
according to the SAPT. Although the short-range electrostatic interaction can be introduced
into the QDO model in the form of Coulomb integral [100], this requires the introduction of an
additional “electrostatic charge” parameter [109] into the vdW-QDO potential. Therefore, given
the good accuracy of the current vdW-QDO potential, we decided to dispense with the explicit
modeling of short-range electrostatics at this stage of the model development. In its current ver-
sion, the vdW-QDO potential can be incorporated into classical force fields, as a non-empirical
replacement for the LJ potential. For polar systems, an additional electrostatic/polarization
term is needed in a force field (like it is done in the case of the LJ potential). Eventually, effort in
this direction could deliver a general coarse-grained force field for all non-covalent interactions
entirely based on the model system of coupled QDOs.

We consider the present vdW-QDO potential as an important step towards a new generation
of universal vdW potentials to be used in force fields and for biomolecular applications. To
extract atom-in-molecule parameters, we currently employ ab initio calculations, which is a
certain limitation. One possible alternative is substituting Hirshfeld volumes with Mulliken
charge populations extracted from DFTB calculations, which is shown to provide reliable ap-
proximation [152]. This is especially relevant for biomolecular systems like proteins, where DFT
calculations become unaffordable. Moreover, active development of machine-learning mod-
els [153, 195, 237] paves the way to obtain atom-in-molecule partitioning parameters without
any electronic-structure calculations. There is an increasing trend in creating extensive molec-
ular datasets such as QM7-X [238] or Aquamarine [239], which include information about atom-
in-molecule volumes. Such datasets can be used for training neural-network (NN) models pre-
dicting Hirshfeld volumes from atomic descriptors [153].

Very recently, the vdW-QDO potential was used to augment the SO3KRATES equivariant graph
NN model to ensure physically correct behavior in the long-range limit [33]. In addition, the
vdW-QDO potential was implemented by Thomas Plé within the FENNOL library for building,
training, and running force-field-enhanced neural network potentials [240]. The code is open-
source and available in [241], enabling the direct applicability of the vdW-QDO potential to ar-
bitrary molecular systems together with other program modules as well as standalone. Finally,
the vdW-QDO potential is also available in the modified version of the LAMMPS molecular dy-
namics simulator [242]. The code has not been made public yet but is available from the author
of this thesis upon reasonable request.
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Chapter 4

van der Waals Polarization
of Electron Density

Parts of this chapter have been published in this or similar form in:
A. Khabibrakhmanov, M. Gori, C. Müller, A. Tkatchenko,

DOI: 10.26434/chemrxiv-2024-lf3nr, 2024.

The electronic charge density ρ(r) is a fundamental observable that uniquely defines molecules
and materials with non-degenerate electronic ground states [42, 43]. It plays a central role in
density-functional approximations (DFAs), which are widely used in computational chemistry
and materials science. Existing DFAs often produce reasonable estimates of the ground state
energy, which makes them so useful in practice. However, the accuracy of DFAs in predict-
ing energies has not necessarily translated into better predictions of ρ(r). This trade-off was
highlighted in the seminal work by Lyssenko et al. [243], revealing discrepancies between DFA-
generated densities and near-exact ab initio references. Foundational works by Burke and co-
authors on density-corrected DFAs found that evaluating DFAs on the Hartree-Fock (HF) den-
sity without self-consistency yields more accurate energies for important prototypical examples
including e.g. stretched heteronuclear bonds or torsional barriers in flexible molecules [244–
246]. Hence, accurate models for electron densities would benefit the developments of next-
generation DFAs as well as machine-learned surrogate models for force fields [247–249] and
other properties of atomistic systems [250–252] throughout physics, chemistry, and biology.

Large, polarizable systems require accurate treatment of non-local electronic correlations, such
as van der Waals (vdW) dispersion, which affects both energies and ρ(r) (and related proper-
ties). Nevertheless, most of the popular vdW methods, such as the DFT-D family by Grimme et
al. [19, 127, 133] or exchange-hole dipole moment (XDM) model of Johnson and co-workers [20],
treat vdW dispersion as a posteriori energy correction without accounting for the resulting vdW
polarization of ρ(r). While this may be sufficient for small molecules, it becomes inadequate for
larger, more polarizable systems, where dispersion-driven stabilization is significant [25, 253].
Recent studies suggest that vdW interactions can induce substantial polarization in ρ(r) for
complex systems, e.g. π-stacked supramolecular dimers or molecules on a surface [23–26, 120],
but a comprehensive assessment of the relative role of vdW-induced ρ(r) polarization in com-
parison to semi-local (or hybrid) DFAs remains lacking.

Apart from being an experimental observable and a basic input to DFAs, ρ(r) serves as a de-
scriptor for various chemical analyses, including molecular electrostatic potential maps [254],
electron localization functions [255, 256], and the Quantum Theory of Atoms in Molecules
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(QTAIM) [257, 258]. The QTAIM formalism provides an inspiration for the widely used visualiza-
tion of noncovalent interactions (NCI) [259, 260] based on the gradient and Hessian of ρ(r). The
NCI analysis [259] enables visualization of a broad variety of noncovalent interactions, such as
hydrogen bonds and vdW dispersion. Typically, the NCI analysis relies on self-consistent DFA
densities or even additive atomic densities [259, 261], neglecting vdW-induced polarization.
Although regions contributing to dispersion interactions can be glanced from semi-local den-
sities, the reliance on “vdW-lacking” densities has been recognized by the community as one of
the key shortcomings [261, 262].

Here, we propose an efficient way to include vdW dispersion effects in ρ(r) from a (semi-local)
DFA. This can be accomplished by using the Many-Body Dispersion (MBD) [40] model, which
has been successfully applied to describe anisotropic molecular polarizabilities [11, 94, 183,
184], polarization response of atoms and molecules to electric fields [110, 188, 189], optical
excitonic spectra [168], and to accurately capture effects of polarization and vdW dispersion
in (bio)molecules and materials [14, 25, 26, 99, 109, 120, 263]. We use the newly developed
Fully-Coupled and Optimally-Tuned version of MBD (MBD@FCO) and validate this method by
benchmarking against accurate ab initio calculations. We apply it to the S12L [264] and L7 [265]
datasets of large organic dimers and show that the vdW interactions can displace charge by up
to 80 % of the DFA-induced displacement or even exceed it, as in the case of alkane chains. We
found that vdW polarization effects scale linearly with system size, highlighting their growing
importance in extended molecules and materials. Accounting for vdW-induced polarization
leads to striking differences in NCI isosurfaces as measured by their volume, which increases
by several folds. The application of MBD@FCO to large (bio)molecules exemplified with the
Fip35-WW protein allows us to identify smooth (as opposed to “patchy”) interacting regions,
facilitating chemical analysis of noncovalent interactions in these complex systems.

4.1 Methods

Computational Details

Unless otherwise noted, all DFT calculations in this chapter were performed using the Perdew-
Burke-Ernzerhof (PBE) [63] functional as implemented in all-electron FHI-AIMS code [233],
with ‘tight’ basis sets and integration grids. The Kohn-Sham self-consistent cycle was converged
to 10−6 eV in energy and 10−5 electrons in density. The input α0 and C6 for the MBD Hamilto-
nian were obtained using the TS rescaling of the reference free-atom parameters [39], as shown
in Eq. (2.141). The MBD@FCO calculations were carried out using the LIBMBD library [160]. For
the PBE+XDM calculations, the Becke-Johnson damping parameters a1 = 0.6438 and
a2 = 1.8533 Å corresponding to the ‘tight’ settings in FHI-AIMS [139] were utilized.

CCSD and HF calculations of electronic density were performed employing augmented correla-
tion-consistent Dunning basis sets [266] with counterpoise correction and frozen-core approx-
imation adopted for CCSD, and molecular symmetry was not utilized. Unless otherwise noted,
PYSCF(v.2.6.2) [267] code was used for such calculations. In addition, auxiliary CCSD calcula-
tions using Q-CHEM(v.6.1) [268] and CCSDT calculations with MRCC program [269] were done.
More technical details on coupled-cluster and HF calculations are given in Appendix A5.

Fully-Coupled and Optimally-Tuned Many-Body Dispersion Method

The MBD method efficiently captures many-body polarization and dispersion effects to infinite
order in perturbation theory [40, 41] using coupled quantum Drude oscillators (QDOs) to model
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collective electron density fluctuations. The MBD method maps atoms onto a model Hamilto-
nian of dipole-coupled QDOs centered at RA, with frequencies ωA, charges qA and masses mA:

ĤMBD =∑
A

[
−1

2
∇2
ξA

+ 1

2
ω2

Aξ
2
A

]
+ 1

2

∑
A ̸=B

ωAωB
p
α0,Aα0,B ξATAB (|RA −RB |)ξB , (4.1)

where ξA =p
mA(rA −RA) are mass-weighted displacements of the oscillating charges, and TAB

is the dipole interaction tensor. To map atoms onto oscillators, we employ the optimized QDO
parametrization (vdW-OQDO), designed to accurately describe the atomic response to elec-
tric fields[110] and vdW binding curves of atomic dimers [107]. This allows us to determine
{mA,ωA, qA} solely from two response properties of atoms: the static polarizability (α0) and the
dipolar dispersion coefficient (C6) – both obtained from reliable free-atom reference data and
semi-local electron density [39]. Please see Appendix A2 for more details on the vdW-OQDO
parametrization.

Interoscillator coupling in MBD is introduced using the dipole-dipole interaction tensor TAB .
The widely used MBD@rsSCS variant [41] employs empirical short-range damping in TAB , tuned
for coupling with a specific DFA, see Eq. (2.170). The DFA+MBD@rsSCS approach is tailored to
accurately reproduce total binding energies of dimers [41], however, the pure MBD@rsSCS dis-
persion energy is not comparable to ab initio reference (see Figure 4.1a). Instead, here we use
the full dipole interaction:

Ti j
AB (R, σ) = ∂2

∂Ri∂R j

erf(ζ)

R
= (erf(ζ)−Θ(ζ)) Ti j

bare(R)+2ζ2Θ(ζ)
Ri R j

R5
,

Θ(ζ) = 2ζp
π

e−ζ2
, ζ= R√

σ2
A +σ2

B

(i , j = x, y, z) ,
(4.2)

derived from the Gaussian-screened Coulomb interaction of two oscillator charge densities

with widths σ2
A at distance R. Here, Ti j

bare(R) = (−3Ri R j +δi j R2)/R5 is the “bare” dipole ten-
sor. The oscillator width is derived from the zero-distance limit of the classical dipole-dipole
interaction [40, 161]:

σA =
(

1

3

√
2

π
α0,A

)1/3

(4.3)

This dipole tensor is exempt from DFA-specific short-range damping. Together with the vdW-
OQDO parametrization, this choice of dipole tensor defines the parameter-free MBD variant,
which we abbreviate as MBD@FCO and apply throughout this chapter.

4.2 MBD@FCO Yields Accurate Dispersion Energies

In Figure 4.1a, we show the MBD@FCO, MBD@rsSCS, and XDM dispersion interaction energies
(with respect to unrelaxed monomers) for the S12L dataset of supramolecular dimers [264], ex-
cluding the DFA contribution. These results are compared to the benchmark E (2)

disp values [270]
from the density-functional based symmetry-adapted perturbation theory (DFT-SAPT) [37, 79,
83]. The MBD@FCO variant yields dispersion energies clustered close to the perfect correlation
line with the MARE = 18%, while MBD@rsSCS and XDM systematically underestimate disper-
sion by about 50 %. The discrepancy between MBD@FCO and SAPT is primarily due to the
neglect of beyond-dipole couplings in the MBD model, which can contribute up to 30 % of the
total dispersion energy at equilibrium [11, 12].
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Figure 4.1: MBD@FCO method predicts accurate dispersion energies. (a,c) Parity plots of the disper-
sion energy magnitudes as computed by DFT-SAPT (E (2)

disp) [234, 270] versus MBD@FCO, MBD@rsSCS
and XDM methods for the (a) S12L [264] and (c) S66 [182] datasets. The solid lines display linear fits of
data points, and the gray dotted line marks the perfect correlation, with the shaded area highlighting
±20% interval around. In (c), different markers denote the S66 dimers dominated by dispersion (stars),
electrostatics (triangles), or mixed interactions (hexagons), while colors refer to the vdW methods (see
the legend). The linear regression equation for MBD@rsSCS (pink line) is y = 0.3705x (not shown for
clarity). (b,d) Parity plots of the total DFA+vdW binding/interaction energy magnitudes as computed
by PBE+MBD@rsSCS and PBE+XDM methods versus the corresponding reference energies [182, 264]
for the (b) S12L and (d) S66 datasets. The gray dotted line corresponds to the perfect correlation, while
the insets show the error ∆E = EDFA+vdW −Eref resolved per system.

Similar trends are observed also for the S66 dataset composed of small molecular dimers [182]
(Figure 4.1c). The MBD@FCO method performs much better than MBD@rsSCS and XDM,
whose errors are as large as 60-70%, while MBD@FCO systematically overestimates the dis-
persion energy by roughly 16% compared to the DFT-SAPT reference [234] Interestingly, the
strongest overestimation occurs for the dispersion-dominated dimers, according to the SAPT-
based classification in Ref. [182]. Another curious observation is that the S66 dataset turns
out to be more challenging for accurate predictions of the pure dispersion energy, than the
seemingly more complex S12L dataset. This is possibly due to some cancellation of errors and
system-size dependent balance between semi-local and nonlocal correlation energies, suggest-
ing that more robust strategies than a simple energy-based fitting should be explored for damp-
ing functions design.

However, for the total binding/interaction energy including the DFA contribution, EDFT+EvdW,
the PBE+MBD@rsSCS and PBE+XDM methods demonstrate excellent accuracy both for S12L
and S66 (Figure 4.1b,d). In the case of S12L, the MAE of PBE+MBD@rsSCS and PBE+XDM rel-
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ative to the experimental binding energies [264] are 0.86 and 2.04 kcal/mol, respectively, while
for S66 their MAE in interaction energy are, correspondingly, 0.35 and 0.33 kcal/mol, as com-
pared to the CCSD(T) reference values [182].1

Overall, our findings highlight that the empirical damping used in DFT+vdW methods obfus-
cates the physical meaning of the dispersion energy, making it an adaptive correction to the
underlying DFA to compensate for its energetic errors rather than a physically meaningful con-
tribution. This point has also been widely debated in the recent literature [271–273], underscor-
ing its vital importance for the field. In this context, the MBD@FCO method delivers dispersion
energies that are closer to the SAPT reference. The remaining challenge is how to couple the
parameter-free MBD@FCO method with a semi-local DFA to avoid double-counting of the cor-
relation energy. This question is beyond the scope of this thesis; nevertheless, we briefly discuss
that in Section 4.7.

In the following, we show that besides the accurate dispersion energies, the MBD@FCO method
yields physically relevant vdW-induced density polarization.

4.3 MBD Density Polarization

Collective charge density fluctuations, which mediate vdW dispersion interaction, induce den-
sity polarization [23–25]. Within the MBD framework, vdW-induced density polarization is nat-
urally defined as the difference between the charge densities of interacting and non-interacting
QDOs, constituting the model [25, 160]:

ρpol(r) = 〈Ψ|ρ̂|Ψ〉−〈Ψ0|ρ̂|Ψ0〉 = ρMBD(r)−ρ0(r) , ρ̂ =
N∑

A=1
qAδ(r− r̂A) , (4.4)

where Ψ and Ψ0 are the ground states of interacting (MBD) and non-interacting oscillators,
respectively. The ground state wave function for a system of N non-interacting quantum Drude
oscillators is a Gaussian state of the form

Ψ0
(
{rA}

)= 〈
{rA}

∣∣Ψ0
〉= N∏

A=1

(
mAωA

πħ
)3/4

exp

[
−mAωA

2ħ (rA −RA)2
]

. (4.5)

The ground state of the MBD Hamiltonian is fully described by the 3N×3N symmetric positive-
definite correlation matrix C between QDOs dipole fluctuations, which is defined as:

C =ħ−1 MOT Ω̃OM , (4.6)

where M = diag
{p

m1,
p

m1,
p

m1, ...,
p

mN ,
p

mN ,
p

mN
}

is the matrix of the square root of QDO
masses, O is the 3N ×3N orthogonal matrix diagonalizing the quadratic MBD potential, i.e.

Ω̃2 = diag
{
ω̃2

1, ...,ω̃2
3N

}= O(Ω2 +Vdip)OT , (4.7)

with [Vdip]AB = ωAωB
p
α0,Aα0,B TAB being the 3 × 3 dimensional block of dipole interaction

matrix. The correlation matrix can also be viewed as composed of 3×3 blocks CAB , and with

1For S12L, the relaxed monomer geometries were used, while in the case of S66 the monomer geometries were
the same as in dimers, which is consistent with the methodology of the original references [182, 264]. This explains
the difference in the terminology used: “binding energy” for S12L and “interaction energy” for S66. The disper-
sion energies in Figure 4.1a,c were computed using the unrelaxed monomers, in accordance with the DFT-SAPT
approach [234, 270].
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this notation, the MBD ground state can be written as

ΨMBD
(
{rA}

)= 〈
{rA}

∣∣Ψ〉= [(
N∏

A=1
m3

A

)(
3N∏
α=1

ω̃α

πħ

)]1/4

exp

[
−1

2

N∑
A,B=1

(rA −RA)T CAB (rB −RB )

]
. (4.8)

The Eq. (4.4) for the vdW-induced density polarization reads

ρpol(r) =
N∑

A=1
qA

∫
R3N

(∣∣Ψ(
{rA}

)∣∣2 −|Ψ0({rA})|2
)
δ(r− rA) d3r1...d3rN . (4.9)

Substituting Eqs. (4.5) and (4.8) and performing the integration as in [124], one can obtain:

ρpol(r) =
N∑

A=1

qA

π3/2

(
1

Λ3
A

exp
[−(r−RA)T KA A(r−RA)

]− 1

λ3
A

exp
[−λ−2

A (r−RA)2]) , (4.10)

where λA = √ħ/mAωA and ΛA = 6p
detC/A/detC are characteristic length scales, and KA A is a

3×3 matrix obtained from the correlation matrix as

KA A = CA A −CT
A [C/A]−1 CA . (4.11)

Here, CA A is the A-th diagonal block of C. The (3N −3)× (3N −3) square matrix C/A is obtained
from C by removing from it a row vector CT

A sized 3× (3N − 3) and a column vector CA sized
(3N − 3)× 3, which correspond to the A-th QDO. Note that CT

A and CA do not include the di-
agonal elements of C, which enter the CA A matrix. Finally, [C/A]−1 denotes the inverse of C/A

matrix. Fig. 4.2 schematically explains the introduced notation. A more complete derivation
of Eq. (4.10) based on the density-matrix formalism can be found in Section 5.1 or in a slightly
different form in Refs. [124, 274].

Figure 4.2: Schematic
illustration of the no-
tation for the MBD
correlation matrix.

Connection to Electron Density

The derived polarization density can be used to refine the underlying KS electron density ρ(r).
We introduce the total wave function and the total density operator for the KS+MBD system as

Φ=ΨKS
(
{ri }

) ·ΨMBD
(
{rA}

)
, ρ̂tot = ρ̂elec + ρ̂MBD =

Nelec∑
i=1

eδ(r− r̂i )+
N∑

A=1
qAδ(r− r̂A) , (4.12)
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whereΨKS
(
{ri }

)
is the Slater determinant of KS orbitals, depending on coordinates of real elec-

trons, andΨMBD
(
{rA}

)
is the MBD wave function, depending on coordinates of drudons – quasi-

particles, mimicking collective correlated response of valence electrons in an atom. It is impor-
tant to emphasize that the MBD Hamiltonian does not directly depend on real electronic co-
ordinates; in fact, the dipole-coupled oscillators represent an auxiliary model quantum system
assisting in capturing the intricate electron correlations in a coarse-grained way. Moreover, for
a given system there are Nelec electrons and N (equal to the number of atoms) drudons, with
all electrons carrying elementary charge e and each oscillator having, in general, a different
charge qA (see Figure 4.3). Hence, ĤMBD and ĤKS exist in distinct Hilbert spaces, and the total
wave function can be represented as a product state.

The total charge density of the KS+MBD system is straightforward to evaluate as

ρtot(r) = 〈Φ|ρ̂tot|Φ〉 = 〈ΨKS|ρ̂elec|ΨKS〉+〈ΨMBD|ρ̂MBD|ΨMBD〉 = ρ(r)+ρMBD(r) . (4.13)

Since the MBD Hamiltonian uses a harmonic bond between drudon and its nuclei, it cannot
model the full charge density reasonably. Nevertheless, the oscillators can model changes in
density due to the long-range correlations (vide infra). Therefore, for the purpose of total den-
sity analysis in Section 4.6 we will use ρtot(r) = ρ(r)+ρpol(r), with ρpol(r) defined in Eq. (4.10).

The optimal choice of charges qA within the MBD model is essential for accurate density pre-
dictions. Using the vdW-OQDO parametrization, we assign species-specific charges based on
α0 and C6 coefficients, in contrast to the earlier MBD approaches using arbitrary qA = 1 a.u.
charge values [25, 26]. Figure 4.3 shows the histogram of these charges for the S12L dataset.

Figure 4.3: Distribution of vdW-OQDO
charges across the S12L dataset. For every
chemical species, the dotted gray line de-
notes the position of the mean value (dis-
played in the plot). In the conventional
MBD parametrization, all charges are set
to 1 a.u., which is highlighted by the black
dashed line.

4.4 Density Polarization Induced by Long-Range Correlations

To focus on the dispersion interaction-induced polarization, we examine the MBD@FCO den-
sity deformation ∆ρpol(r) for a dimer (D) composed of two monomers (M1, M2):

∆ρpol(r) = ρD
pol(r)−ρM1

pol(r)−ρM2
pol(r) . (4.14)

This quantity describes the density shifts due to the long-range electronic correlations and thus
can be directly compared to its ab initio counterparts (vide infra). We also calculate the vdW
polarization of density using the self-consistent Tkatchenko-Scheffler method (sc-TS) [23, 39]
on top of the Perdew-Burke-Ernzerhof (PBE) functional [63],

∆ρsc-TS(r) = [
ρD

PBE+sc-TS(r)−ρM1
PBE+sc-TS(r)−ρM2

PBE+sc-TS(r)
]−[

ρD
PBE(r)−ρM1

PBE(r)−ρM2
PBE(r)

]
, (4.15)

to analyze the effects of self-consistency at the DFT level.
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4.4.1 Choice of the Reference Method

As a reference for density deformation ∆ρ in Eq. (4.14), we use the double density difference
between coupled-cluster singles and doubles (CCSD) and Hartree-Fock (HF) levels of theory,
∆ρCCSD−HF(r),

∆ρCCSD−HF(r) = [
ρD

CCSD(r)−ρM1
CCSD(r)−ρM2

CCSD(r)
]− [

ρD
HF(r)−ρM1

HF (r)−ρM2
HF (r)

]
, (4.16)

which captures polarization of density due to the (long-range) electronic correlation effects at
ab initio level. Although CCSD is not chemically accurate for energies (often worse than MP2),
this method is widely applied as a reference for electron density in closed-shell systems [23, 243,
275]. Why CCSD densities are more accurate than CCSD energies can be understood e.g. from
the so-called Wigner’s 2n + 1 rule in many-body perturbation theory (MBPT) [276]. This rule
states that the 2n-th and/or (2n +1)-th order perturbation contributions to a non-degenerate
energy can be obtained from a knowledge of the wavefunction through n-th order [276]. In
other words, having e.g. MP2 wave function is sufficient to obtain MP4-level energies. Similar
considerations are valid in coupled cluster theory [276, 277], and hence the CCSD wave function
(and density) can be considered as effectively having access to beyond-CCSD energies.

Nevertheless, to examine the effect of triples, essential to obtain chemical accuracy for corre-
lation energies, we performed calculations of the coupled-cluster density including full triples
(CCSDT)2 for methane and neon dimers. The CCSDT densities were shown to be almost iden-
tical to the composite CCSDTQ densities for atoms, ions, and small molecules [279], and there-
fore CCSDT can be considered as a highly accurate reference method for densities. The ob-
tained CCSDT–HF density differences for methane and neon dimers show only minor quanti-
tative changes compared to the CCSD–HF counterparts (Figure 4.4). This validates using CCSD
as the reference method for systems larger than methane or neon when CCSDT becomes pro-
hibitively expensive.

Figure 4.4: Effect of coupled-cluster triples on electron density deformation in (a) methane and (b)
neon dimers. The plots show plane-averaged density polarization ∆ρ(z) as computed in MRCC using
aug-cc-pVDZ basis sets, with the monomer geometries represented along the distance axis.

The choice of the mean-field reference also influences the resulting density polarization. From
the quantum chemistry point of view, the HF method by definition provides a rigorous uncor-
related reference for coupled cluster methods. However, we should note that the CCSD–HF dif-
ference is generally not equivalent to dispersion-induced polarization and contains also other

2We computed CCSDT densities, since CCSD(T) gradients are not widely implemented in quantum chemistry
programs. CCSD(T) densities should be very close to CCSD since non-iterative (T) correction does not affect T1

and T2 and makes only a small contribution to density [278].
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Figure 4.5: Effect of the mean-field reference method on electron density deformation in (a) methane
and (b) benzene dimers. The plots show plane-averaged density polarization∆ρ(z) as computed using
CCSD, HF, PBE and PBE0 methods in PYSCF with (a) aug-cc-pVQZ and (b) aug-cc-pVDZ basis sets, as
well as ∆ρ(z) calculated with the sc-TS and MBD@FCO methods (see the text for further explanations).
The monomer geometries are shown along the distance axis. In the case of benzene (b), the extrema
values for CCSD–HF are 3.17×10−4 and −2.95×10−4 e/Å (not shown in the plot for clarity).

effects, arising e.g. due to the differences between CCSD and HF description of induction inter-
action. We illustrate this in Figure 4.5 and Table 4.1 at the contrasting examples of methane and
benzene dimers. We consider HF, PBE, and PBE0 as the mean-field references, and compute
the respective differences with CCSD densities.

In methane dimer, the long-range interaction is dominated by vdW dispersion, hence the CCSD–
HF difference is almost exclusively due to dispersion-induced polarization. This is also sup-
ported by the analysis of quadrupole moments (Table 4.1), which shows that there are no sig-
nificant differences between HF, PBE0, and CCSD for the change in quadrupole moment due to
intermonomer interactions. PBE and PBE0 functionals spill excessive charge into intermolec-
ular space compared to CCSD, which leads to negative ∆ρ (Figure 4.5a) and is another mani-
festation of delocalization error (see Section 2.1.5). Therefore, the HF method seems to be the
most reasonable reference method for the methane dimer.

This is in sharp contrast with parallel-displaced benzene dimer (at 6 Å distance), where CCSD–
HF, CCSD–PBE, and CCSD–PBE0 produce qualitatively different density deformation profiles
(Figure 4.5b). Compared to CCSD, PBE functional again spills too much charge into intermolec-
ular space (negative ∆ρ), which is transferred from the outer sides of the monomers (positive
peaks in ∆ρ). The HF density is, in contrast, too localized on monomers, which leads to overly
large magnitudes of ∆ρ outside monomers. Hybrid PBE0 functional seems to deliver the most
balanced description of benzene dimer’s electronic structure among considered mean-field
methods.

These findings can be rationalized by the analysis of quadrupole moments (Table 4.1), which
shows a good agreement between PBE0 and CCSD for Qdimer

zz − 2Qmono
zz (7% error), while the

HF predictions are substantially worse (26% error). This suggests that in the case of benzene
dimer, CCSD–HF deformation density is contaminated with the effects beyond vdW disper-
sion interactions, while the CCSD–PBE0 deformation density seems to be much closer to the
dispersion-induced density deformation, which is highlighted by a good agreement with the
sc-TS and MBD@FCO methods (Figure 4.5b).

To sum it up, filtering out the density deformation due to the vdW dispersion interactions using
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methane HF PBE0 CCSD

Qmono
zz −8.4125 −8.3976 −8.3905

Qdimer
zz −16.8453 −16.8175 −16.8003

Qdimer
zz −2Qmono

zz −0.0203 −0.0223 −0.0193

benzene HF PBE0 CCSD

Qmono
zz −41.2886 −39.9845 −40.7897

Qdimer
zz −83.4515 −80.7073 −82.2708

Qdimer
zz −2Qmono

zz −0.8743 −0.7383 −0.6914

Table 4.1: Quadrupole moments of
methane and benzene dimers as com-
puted in Q-CHEM with aug-cc-pVQZ and
aug-cc-pVDZ basis sets, respectively. The HF,
PBE0, and CCSD values (in Debye ·Å) of Qzz

component of quadrupole moment tensor
(in Cartesian representation) are reported
for the dimers and their monomers, together
with the differences (in bold).

ab initio methods is a challenging task. In principle, an alternative approach would be con-
sidering the dispersion-induced wave function correction in Eq. (2.70) from SAPT. However, at
the time of writing, we were not able to find a suitable code that could output those density
corrections. Therefore, for small dispersion-dominated dimers, which we use to benchmark
the MBD@FCO method in what follows, we opt for the CCSD–HF method as the reference for
density deformations.

4.4.2 Results for Small Molecular Dimers

The six dispersion-dominated dimers were considered, including methane, pentane, ethene,
neopentane, ethene-neopentane, and neopentane-pentane. The corresponding geometries
were obtained from the S22×5 dataset [281] for methane and ethene and from the S66×8 [182]
dataset for the remaining dimers, in all cases at largest available intermonomer distance. To

Figure 4.6: vdW-induced density polarization in in (a) methane and (b) pentane dimers, as computed
by the CCSD–HF, sc-TS and MBD@FCO methods. The plots show plane-averaged density polarization
∆ρ(z) with the monomer geometries represented along the distance axis. The isosurfaces (top) illus-
trate ∆ρ(r) in the 3D space as calculated by CCSD−HF and MBD@FCO methods with the isovalues of
1.5× 10−6 and 2× 10−6 e/Å3 for methane and pentane dimers, respectively. The red and blue colors
denote the accumulation and depletion of charge density, correspondingly. The isosurface plots were
produced using the VESTA software [280]. CCSD–HF calculations were performed using aug-cc-pVQZ
and aug-cc-pVDZ basis sets for methane and pentane dimers, respectively.
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Figure 4.7: Electron density polarization induced by long-range correlations in (a) ethene, (b)
ethene-pentane, (c) neopentane, and (d) pentane-neopentane dimers, as computed by the CCSD–HF,
sc-TS and MBD@FCO methods. The plots show plane-averaged density polarization ∆ρ(z) with the
monomer geometries represented along the distance axis. The isosurfaces illustrate ∆ρ(r ) in the 3D
space as calculated by CCSD−HF and MBD@FCO methods with the isovalues of (a,d) 4×10−6 and (b,c)
5×10−6 e/Å3. CCSD–HF calculations were performed using (a,b) aug-cc-pVTZ and (c,d) aug-cc-pVDZ
basis sets.

ensure that the computed density differences correspond to long-range electronic correlations,
the geometries were modified, if needed, to provide intermolecular vacuum separation of at
least 6 Å. Finally, they were rotated to align the z-axis with the line connecting the centers of
monomers.

In Figure 4.6, we plot the plane-averaged density deformations ∆ρ(z) = ∫ ∫
∆ρ(r)d xd y for the

CCSD–HF, sc-TS and MBD@FCO methods, as well as ∆ρ(r) isosurfaces for methane and pen-
tane dimers. The results for the remaining four dimers are presented in Figure 4.7. The CCSD–
HF, sc-TS, and MBD@FCO methods qualitatively agree in predicting charge redistribution due
to electronic correlations. MBD@FCO accurately describes density polarization in the inter-
monomer region, while discrepancies near the nuclei stem from the harmonic potential ap-
proximation in MBD, which differs from the full Coulomb potential. The self-consistent sc-
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Figure 4.8: vdW-displaced
charge in small molecular
dimers as computed by the
CCSD–HF, sc-TS and MBD@FCO
methods. The dimers are ordered
by the number of electrons.
The inset shows the displaced
charge computed using the bare
PBE functional compared to the
CCSD–HF reference values on a
larger scale.

TS method agrees more closely with CCSD in the density tails, suggesting the importance of
self-consistency, which is the focus of ongoing work on MBD@FCO. The isosurfaces of ∆ρ(r)
displayed in Figures 4.6-4.7 witness that ∆ρpol(r) from MBD@FCO captures the key features of
∆ρCCSD−HF(r) redistribution also in 3D space. The remaining differences outside monomers
can be attributed to the dipole coupling approximation used in the MBD model. In addition,
the CCSD–HF difference includes contributions other than dispersion, e.g. the difference in
electronic polarization between CCSD and HF. In methane and ethene dimers, this difference
is small, while in relatively more polarizable dimers involving pentane or neopentane, this ef-
fect may contribute to the difference between CCSD and MBD (Figures 4.6-4.7).

The strength of vdW-induced polarization can be quantified using the total displaced charge,
which we define as an integral of charge displacement over charge-accumulating or depleting
regions, i.e.

QvdW =
∫
Ω

∆ρ(r)dr , (4.17)

whereΩ is the region with ∆ρpol(r) > 0. Equivalently, one can integrate over the negative ∆ρ(r)
regions, which will give exactly the same magnitude but opposite sign because the integral of
∆ρ(r) over the whole space is zero by construction. This measure, QvdW, captures the total
charge displaced due to the long-range vdW interactions and serves as a scalar measure of vdW
polarization strength. The results summarized in Figure 4.8 exhibit a good agreement between
MBD@FCO and CCSD–HF displaced charges. MBD@FCO closely follows the trend of CCSD–
HF and has a significant error (86%) only for ethene dimer, with the other values being within
the 22% range, resulting in the MARE of 12% if ethene dimer is excluded from statistics (24%
if included). The sc-TS method, on the other hand, systematically underestimates QvdW with
the MARE = 25%, with the maximal error of -42% for ethene-pentane dimer. Thus, MBD@FCO
density provides an estimate of QvdW within 10-20%.

Furthermore, Ambrosetti et al. [168] have recently demonstrated that the fully-coupled MBD
model can reproduce molecular optical excitation spectra at a semi-quantitative level. This en-
sures that the fully-coupled MBD method delivers a physically sound description of collective
quasi-plasmonic fluctuation modes, the interplay of which creates a vdW-induced polarization
of electronic density. Moreover, our results in Figure 4.6 align with the renowned Feynman’s
picture of vdW interactions: net charge accumulation between monomers causes an electro-
static force between this distorted electronic cloud and the nuclei of a given molecule, resulting
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in effective intermolecular attraction [22, 282].

Overall, the results presented so far in this chapter validate MBD@FCO as a reliable method
to account for the dispersion energy and dispersion-polarization of the density at the same
time. This makes the MBD@FCO method unique compared to other widely used post-DFT vdW
models, such as XDM or DFT-D3(4). The observed 10-20% errors are inherent to the atomic
coarse-grained representation of charge oscillations and the dipole approximation applied in
the MBD framework, and these errors do not affect qualitatively the observed effects. In what
follows, we apply the FCO@MBD method to more extended and polarizable systems.

4.5 MBD@FCO Density Polarization Scales with System Size

To assess the extent of vdW charge density polarization in real systems, we examine two sets
of large organic complexes. The first one consists of the 12 host-guest dimers from the S12L
dataset [264]. The second, referred to as the L7+ dataset, includes 11 systems: seven large
complexes from the L7 dataset [265] along with four additional systems – C60 buckyball dimer,
parallel-displaced stacked dimers of circumcoronene (C3C3PD) and circum-circumcoronene
(C4C4PD), and a DNA-ellipticine intercalation complex. In addition, we include a parallel-

Figure 4.9: vdW-displaced charge across S12L and L7+ datasets. Isosurfaces of vdW density polariza-
tion between a complex and its isolated monomers for selected systems from S12L and L7+ datasets
(with isovalue 3×10−5 a.u., unless otherwise noted): (a) C60 buckyball catcher (4a, S12L); (b) benzene
dimer (1, S12L, 2×10−5 a.u.); (c) TNF “pincer” complex (3a, S12L, 6×10−5 a.u.); (d) octadecane dimer
(CBH, L7+); (e) guanine-cytosine dimer on circumcoronene (C3GC, L7+). The red and blue colors de-
note accumulation and depletion of charge density, respectively. (f,g) The total vdW-displaced charge
−QvdW (bottom) and its ratio to the PBE-displaced charge QPBE (top) for (f ) S12L and (g) L7+ datasets
as computed by sc-TS and MBD@FCO methods. Note the separate y-axis for CBH in panel (g).
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Figure 4.10: Linear scaling of
vdW-displaced charge with sys-
tem size. Dependence of the to-
tal displaced charge on the size of
PAHs as computed by the three
methods. Linear fits are shown
for sc-TS and MBD@FCO to guide
an eye. The insets display the
3 × 10−5 a.u. isosurfaces of the
∆ρpol(r).

displaced stacked benzene dimer in both datasets (as complex ‘1’ in S12L and C1C1PD in L7+),
representing the prototypical π−π interaction.

In total, we consider 24 unique systems, ranging from 24 to 240 atoms. For consistency, the
atomic geometries and nomenclature follow the original publications [264, 265]. The additional
geometries of the C60 dimer and the DNA-ellipticine complex were taken from Ref. [283], while
the atomic geometries of C3C3PD and C4C4PD were optimized at the PBE+MBD@rsSCS level in
FHI-AIMS [233] with ‘tight’ basis sets. The vdW-induced charge displacements, ∆ρpol(r), were
computed for all systems using both the sc-TS and MBD methods, and compared against the
PBE functional. The choice of PBE is justified by its widespread use and relatively low computa-
tional cost compared to more accurate meta-GGA or hybrid functionals. Test calculations with
the HF method for selected systems yielded qualitatively similar results, supporting the general-
ity of our conclusions independent on a mean-field reference (see Appendix A6 and Figure A8).

Figure 4.9 summarizes the results, displaying isosurfaces of ∆ρpol(r) from MBD@FCO for se-
lect systems. Large, polarizable monomers exhibit significant vdW-induced charge displace-
ments toward the intermonomer regions, much more pronounced than in smaller dimers like
methane or pentane considered above. As shown in Figure 4.9f-g (lower panels), QvdW ranges
from 0.1e to 0.3e for large systems, whereas it is only about 0.01e in the benzene dimer. These
values are predicted by MBD@FCO, with the pairwise sc-TS method yielding much lower vdW-
induced charge displacements. To contextualize these numbers, we compare QvdW with the
analogous quantity QPBE, calculated using the bare PBE functional without vdW corrections.
The ratio QvdW/QPBE (shown in Figure 4.9f-g, upper panels) indicates that vdW-induced charge
displacement can account for up to 80% of the PBE displacement in π−π systems, and even ex-
ceeds the PBE value by a factor of 2 for the linear alkane chain (CBH). Notably, even at the sc-TS
level, this ratio reaches 76 % for CBH, while MBD@FCO further increases vdW charge polariza-
tion by enabling delocalized collective density fluctuations along the chain (see Figure 4.9g).

To explore how vdW density polarization scales with system size, we consider a homologous se-
quence of polyaromatic hydrocarbon (PAH) dimers from the L7+ dataset: benzene (C1C1PD),
coronene (C2C2PD), circumcoronene (C3C3PD), and circum-circumcoronene (C4C4PD). As il-
lustrated in Figure 4.10, QvdW exhibits a perfect linear correlation with system size. The ratio
QMBD

/
QPBE reaches as high as 80 %, underscoring the importance of vdW density polarization

in large aromatic systems. In contrast, QPBE shows signs of saturation in C4C4PD, with the value
approximately 30 % lower than expected from linear extrapolation. This saturation is observed
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for other semi-local and hybrid functionals as well (see Figure A8), indicating the possible limi-
tations of these functionals in reproducing ρ(r) for larger aromatic systems.

4.6 Enhanced Noncovalent Interaction Regions in Molecules
and Folded Proteins

4.6.1 S12L and L7+ Complexes

In the framework of the NCI analysis [259, 260], the key quantity is the reduced density gradient
(RDG):

s(r) = 1

2(3π2)1/3

|∇ρ(r)|
ρ4/3(r)

. (4.18)

As demonstrated by Johnson et al. [259], noncovalent interactions are associated with regions
where s(r) → 0, with stripe-like features in s(r) vs. ρ(r) plots serving as fingerprints for NCIs (see
Figure 4.11a). NCIs can be distinguished as attractive or repulsive via the second eigenvalue
λ2 of the electron-density Hessian matrix (λ1 < λ2 < λ3), where λ2 < 0 indicates attraction, and
λ2 > 0 signifies repulsion [259, 260]. The product ρ(r)sign(λ2) effectively captures interaction
strength, and NCIs can be visualized as 3D isosurfaces of s(r). The gradient isosurfaces are
colored according to ρ(r)sign(λ2), where blue indicates strong attractive interactions (such as
hydrogen bonding), green represents weak vdW attractions, and red denotes steric repulsion.

To focus on non-covalent interactions, charge density cutoffs exclude covalent bonds and re-
gions near nuclei, typically using ρc = 0.05 a.u. [259, 260]. NCI isosurfaces are defined over an
siso range, usually 0.2− 0.7, with the specific value chosen to match NCI signatures from the
2D plots (see Figure 4.11a). An example NCI isosurface for the 7b host-guest complex, using
siso = 0.5, is displayed in the inset, demonstrating the correspondence between the s(ρ) dia-
gram and the 3D NCI isosurface. Please see Appendix A7 for computational details on the NCI
analysis.

Figure 4.11: NCI analysis and NCI isosurface volumes explained. (a) Two-dimensional NCI plot com-
puted from PBE+MBD@FCO density at the example of the 7b host-guest complex. Color coding in-
dicates the statistical distribution of the data points on the graph: the brighter the color, the more
data points are clustered there. The shaded region shows the subset of data points used to generate
the NCI isosurface siso = 0.5 (the inset). (b) The ratio γ of NCI isosurface volumes computed from
PBE+MBD@FCO and PBE densities for S12L (top) and L7+ (bottom) molecular sets. The lines display
values computed at siso = 0.5, and shaded regions indicate the spread of γ when siso = 0.4−0.6.

77



4.6 Enhanced Noncovalent Interaction Regions in Molecules and Folded Proteins

Figure 4.12: vdW contribution to the density makes NCI isosurfaces more connected. NCI isosurfaces
of density gradient s (magnitude of s and coloring range are given in a.u.) calculated using PBE and
PBE+MBD@FCO charge densities for (a) benzene dimer: s = 0.5, [−0.02,0.02]; (b) C3GC (L7+): s = 0.5,
[−0.05,0.04]; (c) 7b (S12L): s = 0.5, [−0.03,0.03]; (d) octadecane dimer (CBH, L7+): s = 0.65, [−0.02,0.02];
(e) DNA-ellipticine: s = 0.5, [−0.05,0.05]. Isosurfaces are plotted using the JMOL software.

We explore the impact of vdW polarization density by adding ρpol(r) to the PBE density ρPBE(r),
yielding ρtot(r) = ρPBE(r)+ρpol(r) (see Section 4.3 for explanations). NCI plots show significant
changes when vdW polarization is included, as seen in Figure 4.12. The gradient isosurfaces
reveal how vdW polarization thickens green vdW regions and elongates red steric repulsion
zones. Larger systems, such as C3GC (Figure 4.12b) and DNA-ellipticine (Figure 4.12e), exhibit
more connected and continuous vdW isosurfaces, providing a more coherent picture of vdW
interactions. Additionally, repulsive regions in π−π systems become more pronounced with
MBD polarization, particularly in comparison to the benzene dimer.

The octadecane dimer (CBH, Figure 4.12d) offers a striking example. Without MBD, PBE density
barely captures weak vdW attraction between chains, while small repulsive contacts between
hydrogens are completely missed. These repulsive interactions appear with PBE+MBD@FCO,
along with stronger, more widespread vdW attractions. Hydrogen bonds are also better resolved
with MBD@FCO, as seen in C3GC and DNA-ellipticine.

To quantify these changes, we compute the total volume of NCI isosurfaces (VNCI) using the
NCIMILANO software [284]. The ratio γ=V PBE+MBD

NCI /V PBE
NCI provides a metric reflecting the rela-

tive enhancement of interaction regions. We used siso = 0.5 for all systems and found minimal
variation in γ within the typical NCI range of siso = 0.4−0.6, leaving overall trends unchanged
(see Figure 4.11b).
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The results for the S12L and L7+ datasets in Figure 4.11b show substantial increases in NCI
volumes across all systems. The largest enhancement is found in alkane chains (CBH, γ =
3.23), consistent with vdW-driven interactions, while the smallest change occurs in the benzene
dimer (γ= 1.95). The γ ratio shows a weak dependence on system size, increasing only slightly
from 1.95 to 2.14 in the C1−C4 sequence of PAHs. On the other hand, γ is sensitive to inter-
action type, with non-vdW systems like water and formic acid dimers or bicyclo[2.2.2]octene
(steric repulsion) [259] exhibiting γ values close to 1. This highlights the method’s ability to
distinguish vdW-driven (γ= 2−3) from non-vdW (γ∼ 1) interactions.

4.6.2 Results for the Fip35-WW Protein

As a representative biosystem, we examine the vdW polarization effects in the Fip35-WW pro-
tein, whose plasmon-like interactions with solvent were previously studied in detail [263]. From
folding trajectories sampled in Ref. [285], we selected three representative atomic structures
corresponding to unfolded, folded, and transition states. To focus on intra-protein interactions,
water molecules and counter-ions were removed, and the resulting geometries were used for
PBE and MBD calculations.

We first analyze the energetics, computing the relative energies of the three protein configura-
tions (Figure 4.13). The semi-local PBE functional without long-range vdW interactions predicts
a lower energy for the transition state than the folded state. In contrast, both MBD@rsSCS and
MBD@FCO predict the folded state as the lowest-energy structure, highlighting the crucial sta-
bilization provided by vdW dispersion. Notably, the MBD@FCO method, shown to give reliable
prediction of dispersion energy for S12L systems in Figure 4.1, predicts a stabilization of 125
kcal/mol for the folded structure, driven by vdW forces. While these calculations neglect the
influence of water and ions in physiological conditions, they still offer insight into the critical
role of vdW dispersion in protein folding, in line with earlier findings [263, 286, 287].

Next, we examine the NCI isosurfaces (Figure 4.14). The general trends are consistent with
those observed for S12L and L7+ molecules: the inclusion of MBD@FCO polarization density
leads to smoother, more connected NCI isosurfaces, quantified by a volume enhancement fac-
tor γ≈ 2.5. To illustrate this, we zoom into the regions around selected residues (TRP8, ARG17,
TYR20) of Fip35-WW. Using semi-local density, the NCI isosurfaces appear sparse and discon-
nected, complicating the interpretation of the vdW interactions near the residues. On the con-

Figure 4.13: vdW inter-
actions favour the folded
configuration of the pro-
tein. The energy of Fip35-
WW protein (relative to the
unfolded state) along the
folding trajectory, as calcu-
lated by PBE, MBD@rsSCS
and MBD@FCO methods.
The inset shows the change
of NCI charge relative
to the unfolded state, as
computed by PBE and
PBE+MBD@FCO methods.
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Figure 4.14: vdW-corrected vdW-corrected NCI analysis highlights interacting regions in the pro-
tein. NCI isosurfaces (s = 0.5) of Fip35-WW protein in the folded state computed using PBE and
PBE+MBD@FCO density. Regions of the protein structure with the largest differences are highlighted in
ellipsoids, with the vicinity of TYR20 and ARG17 residues additionally displayed in magnification. The
right panel shows the view on Fip35-WW from the direction of TRP8 residue (in brown), as indicated
by the side eye pictogram. For reference, ARG17 and TYR20 residues shown in the central panel are
colored pink and purple, respectively. The images are created in the CHIMERAX software [288] using
the density gradients calculated with the NCIMILANO program [284].

trary, with PBE+MBD@FCO, the isosurfaces reveal significant vdW interactions between the
residues. Many of them are encapsulated in green “vdW cages”, which witness their additional
stabilization by dispersion. Similar observations can be made for other regions of the protein
structure.

These observations can be quantified by measuring the total charge QNCI contained in the NCI
isosurfaces. Already in the unfolded (u) state, PBE+MBD@FCO density predicts much larger
Qu

NCI = 3.18e, which is roughly 2.5 times the PBE prediction of 1.26e. Along the folding tra-
jectory, this interacting charge enhancement is further increased, as illustrated in the inset of
Figure 4.13 by plotting ∆QNCI =QNCI −Qu

NCI. Remarkably, the PBE+MBD@FCO charge shows a
monotonous increase by up to 0.77e in the folded state, while PBE exhibits a maximum growth
of only 0.26e in the transition state. For both methods trends in QNCI are consistent with energy
ordering (Figure 4.13), which bridges the connection between the extent of interaction isosur-
faces and their energy contributions.

Together with hydrogen bonding, hydrophobic interactions, and ion pairing, vdW dispersion
is one of the main driving forces for protein folding [286, 287]. Our results underscore the im-
portance of vdW dispersion and enable a better understanding of regions that are responsi-
ble for intraprotein interactions. In summary, incorporating dispersion-induced polarization
enhances NCI features and facilitates their identification, particularly in larger, more complex
biosystems. Our model can also treat interaction with solvent and charges, which are inher-
ent for some amino acids (Asp, Glu, Lys, Arg) and surrounding ions. Electric fields from these
charges can amplify dispersion interactions in amino acids by up to 35% [105]. The relative im-
portance of electric-field-driven vdW effects in proteins needs further assessment, however, it
might compete with salt bridges and cation-π interactions.
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4.7 Discussion and Outlook

In this work, we investigated the shifts in charge density due to (long-range) vdW interactions in
chemical and biological systems, using the MBD model [40] with an appropriate parametriza-
tion and dipole-coupling tensor. We demonstrated that while such polarization can be safely ig-
nored in small molecules like benzene, it becomes significant in larger, extended systems from
S12L and L7+ datasets, sometimes surpassing the magnitude of∆ρ(r) from semi-local DFAs like
for CBH alkane chain.

The vdW polarization also impacts chemical density-based analysis, as shown by the NCI in-
dex. Our results highlight how vdW polarization enhances the visualization of noncovalent
interaction regions and requires a revision of our understanding of NCI surfaces. The Fip35-
WW protein example illustrates that long-range vdW interactions are crucial for understanding
protein folding, and thus vdW-induced density shifts are essential. Furthermore, vdW polar-
ization may trigger higher-order interactions, both within proteins and with their solvent, via
the dipole-correlated Coulomb singles mechanism, contributing up to 6 kJ/mol for S12L-like
systems [26]. This effect is expected to increase in proteins due to their delocalized interac-
tions [172, 263, 289, 290] and the presence of charged residues [105]. Hence, further exploration
of the interplay between dispersion and polarization in complex systems is necessary.

The MBD@FCO method provides accurate dispersion energies and long-range correlation con-
tributions to electronic density, making it a powerful vdW approach. Notably, this is achieved
without empirical parameters, making the model fully self-contained. This underscores the
importance of seamless treatment of long-range correlations in future DFAs. However, an open
challenge remains: how to couple a vdW method like MBD@FCO with existing DFAs to avoid
double-counting correlation effects at certain interatomic distances? The common approach of
using a damping parameter introduces empirical adjustments that obscure the physical mean-
ing of vdW energy [271–273]. One solution could be using “dispersionless” DFAs [291], such as
those proposed by Pernal et al. [292], or mixing HF exchange with PBE correlation [273]. An-
other option is to obtain the range-separation parameter based on density instead of energy,
minimizing errors by fitting the total DFA+MBD@FCO density to high-accuracy ab initio den-
sities, such as those from CCSD for small molecules.

While our results were obtained using the semi-local PBE functional, the trends and conclu-
sions apply to other DFAs, as confirmed by our comparison of HF and HF+MBD@FCO den-
sities (see Appendix A6). From the perspective of NCI analysis, MBD@FCO densities can be
computed and added to non-self-consistent atom-additive (promolecular) densities often used
for large systems like proteins, improving the connectivity and smoothness of NCI isosurfaces.
The only required inputs are atomic geometries and Hirshfeld volume ratios, or alternatives like
charge population analysis ratios [152]. All the analyses presented here can be replicated using
post-processing PYTHON scripts working with outputs from the LIBMBD code [160].

Our work demonstrates that the MBD model can be used to bridge accurate calculations of
dispersion energy with efficient estimation of vdW-induced charge density, providing an inti-
mate link between semi-local density-functional theory and nonlocal electron correlation en-
ergy models.
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Chapter 5

Reduced Density Matrix Formalism
for Many-Body Dispersion Method

All derivations in this chapter are done by A. Khabibrakhmanov,
following the ideas and under the guidance of Dr. Matteo Gori.

Van der Waals (vdW) dispersion interactions are inherently many-body and nonlocal, arising
from correlated electronic charge fluctuations. These interactions play a fundamental role in
understanding non-covalent forces in chemical, biological, and materials systems. As discussed
in Section 2.3, the accurate treatment of the vdW dispersion requires a sophisticated theory, ac-
counting for the nonlocality of underlying electron correlations. The MBD model, as a coarse-
grained approximation to the exact ACFD-RPA formalism, offers a good balance between com-
putational cost, accuracy, and physical interpretability. In Chapter 4, we demonstrated the
connection between the charge density of the coupled MBD modes and correlation-induced
polarization of real electron density.

In the present chapter, we further develop these ideas and introduce a key formal advance-
ment: the reduced-density matrix representation for the MBD model. This framework offers a
fresh theoretical perspective on the MBD method, transitioning from a coarse-grained picture
of fluctuating dipoles to continuous particle and energy density fields. Namely, this enables the
definition of a local MBD energy density, eMBD(r), which satisfies the integral relation

EMBD =
∫
R3

eMBD(r)dr . (5.1)

While eMBD(r) is not uniquely defined, the proposed density-matrix framework offers a phys-
ically meaningful method to extract continuous spatial distributions from the coarse-grained
MBD model.

The spatial localization of dispersion interactions has both theoretical and practical implica-
tions. The derived energy density,∆eMBD(r), provides valuable insights into the spatial distribu-
tion of dispersion energy, as demonstrated by examples like the DNA-ellipticine complex. Map-
ping these interactions in real space makes it possible to identify functional groups or structural
fragments most involved in dispersion stabilization, offering guidance for molecular design ef-
forts in chemistry and biology. The visualized spatial extent of drudonic correlations over sev-
eral angstroms, as seen in isosurface plots for DNA-ellipticine and C60 buckyball catcher com-
plexes, underscores the nonlocal nature of vdW interactions and the importance of capturing
these effects for accurate energy descriptions. These advanced visualization efforts go in the

83



5.1 Reduced Density Matrix Formalism for MBD

same vein as the NCI analysis enhanced by dispersion-polarized densities in Chapter 4. Pro-
jecting MBD interactions onto real space also holds practical relevance for machine learning
force fields (MLFFs). The ability to localize MBD energy contributions effectively enables the
development of many-body-informed descriptors, enhancing the accuracy and applicability of
ML models for systems where nonlocal vdW interactions play a crucial role [293].

Additionally, this chapter introduces a novel representation of the two-body MBD energy as a
nonlocal correlation functional over dipole-coupled oscillator densities. Comparative analysis
with the VV10 functional, a widely used nonlocal correlation model, reveals important similari-
ties and distinctions in how these approaches capture nonlocal dispersion interactions. Despite
differences in the spatial patterns of nonlocal correlations, both methods provide comparable
long-range dispersion energy predictions, which align closely with reference SAPT values. No-
tably, the MBD@FCO two-body energy term exhibits surprisingly good agreement with SAPT
even at short range, suggesting avenues for further refinement, such as improving the local po-
larizability functional in VV10 by leveraging insights from MBD@FCO.

In summary, this chapter provides a foundational step toward a more nuanced understanding
of vdW dispersion interactions through a real-space density-matrix formalism, opening new
possibilities for energy density analysis and advancements in density-functional development.

5.1 Reduced Density Matrix Formalism for MBD

The MBD Hamiltonian for a system of N coupled oscillators centered at RA, with frequencies
ωA, charges qA and masses mA reads

ĤMBD =
N∑

A=1

[
p̂2

A

2mA
+ mAω

2
A

2
(rA −RA)2

]
+ 1

2

∑
A ̸=B

qA qB (rA −RA)T TAB (rB −RB ) , (5.2)

where TAB is the dipole interaction tensor. The corresponding Hamiltonian of N non-interacting
QDOs is

Ĥ0 =
N∑

A=1

[
p̂2

A

2mA
+ mAω

2
A

2
(rA −RA)2

]
. (5.3)

Denoting the ground state of the non-interacting QDO system as |0〉 and the interacting (MBD)
ground-state as |0̃〉, the MBD interaction energy can be expressed as

EMBD = 〈0̃|ĤMBD|0̃〉−〈0|Ĥ0|0〉 . (5.4)

Let us introduce the MBD ground-state density matrix ρ̂MBD = |0̃〉〈0̃| and the density matrix
ρ̂0 = |0〉〈0| for the ground state of the non-interacting QDO system. We also define the short-
hand notation for the set of coordinates r = {r1, ...,rN } and eigenstates of the N -body coordinate
operator |r〉 ≡ |r1, ...,rN 〉. Then, one can project the MBD ground state onto the eigenstates of
the N -body coordinate operator using the identity relation for density operator 1r =

∫
dN r |r〉〈r|

with dN r =∏N
A=1 drA:

〈0̃|ĤMBD|0̃〉 = 〈0̃|1rĤMBD1r′ |0̃〉 = 〈0̃|
∫

d N r |r〉〈r|ĤMBD

∫
d N r′ |r′〉〈r′|0̃〉 =

=
Ï

d N rd N r′ 〈0̃|r〉〈r|ĤMBD|r′〉〈r′|0̃〉 =
Ï

d N rd N r′ 〈r|ĤMBD|r′〉〈r′|ρ̂MBD|r〉 .
(5.5)

Performing similar calculations for 〈0|Ĥ0|0〉 and introducing a more compact notation H(r,r′) =
〈r|Ĥ |r′〉, γ(N )(r;r′) = 〈r′| ρ̂ |r〉, the MBD energy can be rewritten as

EMBD =
Ï

d N rd N r′
[

HMBD(r,r′)γ(N )
MBD(r;r′)−H0(r,r′)γ(N )

0 (r;r′)
]

, (5.6)
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where γ(N )(r;r′) is the N-body density matrix. On the other hand, we have the definition of
MBD energy density (5.1). Therefore, to obtain the explicit expression for eMBD(r), one should
perform integration over all but three of the 6N coordinates in Eq. (5.6).

For this purpose, one needs to derive 1- and 2-body reduced density matrices (RDM). By defini-
tion, 1- and 2-RDM γ(1)

A and γ(2)
AB are obtained by tracing γ(N )(r;r′) over all other particles:

γ(1)
A (r;r′) =

∫
γ(N )(rA;r′A)

∏
i ̸=A

δ(ri − r′i )dri dr′i , (5.7)

γ(2)
AB (r,r′;r′′,r′′′) =

∫
γ(N )(rr′AB ;r′′r′′′AB )

∏
i ̸=A,B

δ(ri − r′i )dri dr′i , (5.8)

where we introduced the shorthand notation for coordinates, explicitly tracking the indices of
non-integrated variables in the N-body coordinate set:1

rA = {r1, ...,rA−1,r,rA+1, ...,rN } ; r′A = {r′1, ...,r′A−1,r′,r′A+1, ...,r′N } ;

rr′AB = {r1, ...,rA−1,r,rA+1, ...,rB−1,r′,rB+1, ...,rN } ;

r′′r′′′AB = {r′1, ...,r′A−1,r′′,r′A+1, ...,r′B−1,r′′′,r′B+1, ...,r′N } .

As usually, we also define one- and two-body particle density functions n(1)
A (r) and n(2)

AB (r,r′)
being diagonal elements of 1- and 2-RDM.

n(1)
A (r) = γ(1)

A (r;r) , n(2)
AB (r,r′) = γ(2)

AB (r,r′;r,r′) , (5.9)

while the respective quantities for the whole system are obtained by summing over all drudons
and their pairs:

γ(1)(r;r′) =
N∑

A=1
γ(1)

A (r;r′) ; γ(2)(r,r′;r′′,r′′′) = ∑
A ̸=B

γ(2)
AB (r,r′;r′′,r′′′) ;

n(1)(r) =
N∑

A=1
n(1)

A (r) ; n(2)(r,r′) = ∑
A ̸=B

n(2)
AB (r,r′) .

Given these definitions, we can calculate MBD density matrices in an explicit form. For the
N -body density matrix γ(N )

MBD(r;r′), we have

γ(N )
MBD(r;r′) = 〈r′|0̃〉〈0̃|r〉 =ΨMBD(r′)Ψ∗

MBD(r) =
[(

N∏
A=1

m3
A

)(
3N∏
α=1

ω̃α

πħ

)]1/2

×

×exp

[
−1

2

N∑
A,B=1

(r′A −RA)T CAB (r′B −RB )− 1

2

N∑
A,B=1

(rA −RA)T CAB (rB −RB )

]
,

(5.10)

where we used Eq. (4.8) for the ground-state MBD wave function. In the following derivations,
we will omit the dependence on nuclear coordinates {RA} for clarity, i.e. drudonic coordinates
should be understood as differences with the respective nuclear coordinates as in (5.10); the
same applies to primed variables. We will also drop transposition mark (·)T (unless explicitly
noted), and in all vector-matrix-vector products the left vector shall be understood as a row

1The necessity to keep track of integration indices arises due to distinguishability of quasiparticles in MBD (each
drudon tethered to a particular nucleus), while electronic structure theory deals with indistinguishable fermions.
Therefore, in standard textbooks on density matrix theory, the non-integrated coordinate is often fixed to be the
first, and prefactors like N and N (N −1)/2, accounting for possible permutations, arise in front of the integrals in
Eqs. (5.7) and (5.8), respectively [36].
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vector, while the right one is a column vector. In addition, we will denote the normalization
constant in (5.10) as Q. When arrived to the final answers, all omitted symbols will be restored
in the formulas.

To perform integration in Eq. (5.7), it is convenient to separate variables in γ(N )(rA;r′A):

γ(N )(rA;r′A) =Q exp

[
−1

2

∑
i , j ̸=A

ri Ci j r j − 1

2

∑
j ̸=A

rCA j r j − 1

2

∑
j ̸=A

r j C j Ar− 1

2
rCA Ar

]
×

×exp

[
−1

2

∑
i , j ̸=A

ri Ci j r j − 1

2

∑
j ̸=A

r′CA j r j − 1

2

∑
j ̸=A

r j C j Ar′− 1

2
r′CA Ar′

]
=

=Q exp

[
−1

2
rCA Ar− 1

2
r′CA Ar′

]
exp

[
− ∑

j ̸=A
(r′+ r)CA j r j −

∑
i , j ̸=A

ri Ci j r j

]
,

(5.11)

where we used the symmetry of C matrix. Thus, we have a product of terms quadratic in
ri , linear in ri , and the term independent on integration variables. Therefore, introducing
F = (r′+ r)T CA and forming the complete square in the exponent, the integral for γ(1)

MBD,A can
be computed as

γ(1)
MBD,A(r;r′) =Q e− 1

2 (r′CA Ar′+rCA Ar)
∫

R3N−3

exp

[
− ∑

j ̸=A
FT

j r j −
∑

i , j ̸=A
ri Ci j r j

] ∏
j ̸=A

dr j =

=Q ×
√

π3N−3

detC/A
×e− 1

2 (r′CA Ar′+rCA Ar)×exp

[
1

4
(r′+ r)T CT

A [C/A]−1 CA(r′+ r)

]
,

(5.12)

where we use the notation for the MBD correlation matrix as explained in Figure 4.2. Finally,
introducing auxiliary 3×3 matrices AA A and BA A

AA A = CA A − 1

2
BA A , BA A = CT

A [C/A]−1 CA , (5.13)

and recovering all omitted symbols and variables, we obtain:

γ(1)
MBD,A(r;r′) = 1

π3/2Λ3
A

exp

{
− 1

2

[
(r−RA)T AA A(r−RA)+

+ (r′−RA)T AA A
(
r′−RA

)]+1

2
(r′−RA)T BA A(r−RA)

}
.

(5.14)

Here, we introduced Λ3
A =

√
detC/A

/
detC analogous to Eq. (4.10). Analogous calculations can

be performed for non-interacting 1-RDM, γ(1)
0,A(r;r′), using the wave function of non-interacting

QDOs (4.5). Those calculations are trivial to carry out, so here we present only the final answer:

γ(1)
0,A(r;r′) = 1

π3/2λ3
A

exp

{
−1

2

[
(r−RA)Tλ−2

A (r−RA)+ (r′−RA)Tλ−2
A (r′−RA)

]}
, (5.15)

with λA =√ħ/mAωA. The corresponding one-body particle density functions are given by

n(1)
0,A(r) = γ(1)

0,A(r;r) = 1

π3/2λ3
A

exp
{−λ−2

A (r−RA)2} ,

n(1)
MBD,A(r) = γ(1)

MBD,A(r;r) = 1

π3/2Λ3
A

exp
{
− (r−RA)T KA A(r−RA)

}
,

(5.16)
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where KA A = CA A−BA A = CA A−CT
A [C/A]−1 CA is the reduced correlation matrix of the A-th QDO

in the MBD ground state. We note that the derived particle densities n(r) are related to the
charge densities ρ(r) discussed in Chapter 4 via multiplication by charge, i.e. ρi (r) = qi n(1)

i (r).

To obtain 2-RDM, similar manipulations with correlation matrix indices have to be performed
to separate the non-integrated variables r, r′, r′′ and r′′′:

γ(N )(rr′AB ;r′′r′′′AB ) =Q ×exp

[
−1

2

( ∑
i , j ̸=A,B

ri Ci j r j +
∑

j ̸=A,B
rCA j r j +

∑
j ̸=A,B

r j C j Ar +

+ ∑
j ̸=A,B

r′CB j r j +
∑

j ̸=A,B
r j C j B r′+ rCA Ar+ r′CBB r′+ rCAB r′+ r′CB Ar

)]
×exp

[
the same as above with r → r′′, r′ → r′′′

]
.

(5.17)

Benefiting from the symmetry of C and grouping similar terms together, we arrive at

γ(N )(rr′AB ;r′′r′′′AB ) =Q×exp

[
− ∑

i , j ̸=A,B
ri Ci j r j −

∑
j ̸=A,B

[
(r+ r′′)CA j + (r′+ r′′′)CB j

]
r j

− 1

2
(r, r′)GAB

(
r

r′

)
− 1

2
(r′′, r′′′)GAB

(
r′′

r′′′

)]
, GAB =

(
CA A CAB

CB A CBB

)
.

(5.18)

where we used explicit matrix notation for the last two terms and introduced 6×6 matrix GAB .
Following the same path as for integral in Eq. (5.12), one can obtain the explicit expression for
2-RDM as:

γ(2)
AB (r,r′;r′′,r′′′) = 1

π3

√
detC

detC/AB
×exp

[
−1

2
(r, r′)GAB

(
r

r′

)

− 1

2
(r′′, r′′′)GAB

(
r′′

r′′′

)
+ 1

4
(r+ r′′, r′+ r′′′)DAB

(
r+ r′′

r′+ r′′′

)]
,

(5.19)

with 6×6 matrix DAB defined as

DAB =
(

CT
A/B [C/AB ]−1CA/B CT

A/B [C/AB ]−1CB/A

CT
B/A[C/AB ]−1CA/B CT

B/A[C/AB ]−1CB/A

)
. (5.20)

The notation follows the same logic as before: the (3N–6)×(3N–6) matrix C/AB is obtained from
C by removing from it rows CT

A/B and CT
B/A (sized 3×(3N–6) each) and columns CA/B and CB/A

(sized (3N–6)×3 each), which correspond to A-th and B-th QDO, respectively. Symbol / denotes
that e.g. CA/B is obtained from CA by additionally removing the entries corresponding to the
B-th QDO.

The two-body density function n(2)
AB (r,r′) = γ(2)

AB (r,r′;r,r′) is then given by

n(2)
AB (r,r′) = π−3

Λ6
AB

exp

[
−(r, r′)JAB

(
r

r′

)]
= π−3

Λ6
AB

exp

[
−(r−RA)T J11

AB (r−RA)

− (r′−RB )T J22
AB (r′−RB )− (r−RA)T J12

AB (r′−RB )− (r′−RB )T J21
AB (r−RA)

]
,

(5.21)
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where we introduced Λ6
AB =

√
detC/AB

/
detC, and the 6× 6 matrix JAB is composed of 3× 3

blocks Ji j
AB as

JAB = GAB −DAB =
(

J11
AB J12

AB

J21
AB J22

AB

)
. (5.22)

To compute the MBD energy density in Eq. (5.1), we also need to find H(r,r′) = 〈r|Ĥ |r′〉. For
convenience, we will calculate them separately for kinetic, potential, and dipole interaction
energy terms in the Hamiltonian (5.2).

5.1.1 One-Body Terms in Hamiltonian

Kinetic energy

Let us denote T̂A = p̂2
A/2mA. Since |r〉 = |r1〉 ⊗ |r2〉 . . .⊗ |rN 〉 and 〈r′i |r j 〉 = δi jδ(r j − r′i ), we can

write
〈r|T̂A|r′〉 = 〈rA|T̂A|r′A〉

∏
i ̸=A

δ(ri − r′i ) . (5.23)

Using the well-known relation for matrix elements of momentum operator in coordinate rep-
resentation 〈r|p̂2|r′〉 =−ħ2∇2

rδ(r− r′), for the kinetic energy matrix element we have:

〈0̃|T̂A|0̃〉 =
Ï

d N rd N r′ 〈rA|T̂A|r′A〉
(∏

i ̸=A
δ(ri − r′i )

)
γ(N )

MBD(r;r′) =− ħ2

2mA
×Ï

drdr′∇2
rδ(r− r′)γ(1)

MBD,A(r;r′) = ħ2

2mA

∫
dr

[
∇2

rγ
(1)
MBD,A(r;r′)

]
r′=r

=
∫

dr t MBD
A (r) ,

(5.24)

where we used the property of delta-function derivative and introduced kinetic energy density
t MBD

A (r). The analogous equation holds for the non-interacting system. Substituting the expres-
sions (5.14) and (5.15) for 1-RDM and performing elementary math, we obtain non-interacting
and interacting kinetic energy densities:

t 0
A(r) = 1

π3/2λ3
A

ħωA

2

[
3−λ−2

A (r−RA)2]exp
[−λ−2

A (r−RA)2] ,

t MBD
A (r) = 1

π3/2Λ3
A

ħωA

2

[
3

(
λA

λeff
A

)2

−λ2
A(r−RA)T K2

A A(r−RA)

]
e−(r−RA)T KA A(r−RA) ,

(5.25)

where we introduced the effective length λeff
A =

[
1

3
TrAA A

]−1/2

to retain the structural similarity

between the two expressions.

Potential energy

The matrix of potential energy operator Π̂A = mAω
2
Ar2

A/2 is diagonal in coordinate representa-
tion:

〈r|Π̂A|r′〉 =
mAω

2
A

2
(rA −RA)2〈r|r′〉 = mAω

2
A

2
(rA −RA)2

N∏
i=1

δ(ri − r′i ) . (5.26)

Therefore, similar to Eq. (5.24), the ground-state potential energy can be expressed as

〈0̃|Π̂A|0̃〉 =
mAω

2
A

2

∫
dr (r−RA)2n(1)

MBD,A(r) =
∫

dr πMBD
A (r) , (5.27)
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Chapter 5. Reduced Density Matrix Formalism for Many-Body Dispersion Method

where the potential energy density πMBD
A (r) was introduced. Obviously, the same holds for the

non-interacting system, and substituting densities from Eq. (5.16) yields

π0
A(r) = 1

π3/2λ3
A

ħωA

2
λ−2

A (r−RA)2 exp
[−λ−2

A (r−RA)2] ,

πMBD
A (r) = 1

π3/2Λ3
A

ħωA

2
λ−2

A (r−RA)2 exp
[
−(r−RA)T KA A(r−RA)

]
.

(5.28)

5.1.2 Two-Body Term in MBD Hamiltonian

Since the dipole interaction operator V̂AB = qA qB (rA − RA)T TAB (rB − RB ) is also diagonal in
coordinate representation, it is straightforward to prove that

〈0̃|V̂AB |0̃〉 = qA qB

Ï
drdr′ (r−RA)T TAB (r′−RB )n(2)

AB (r,r′) =
∫

dr v AB (r) . (5.29)

Unlike with the one-body terms, here interaction energy density v AB (r) cannot be identified
immediately. The additional integration over r′ has to be carried out using the explicit form of
n(2)

AB (r,r′) in Eq. (5.21) (we omit the nuclear coordinates and transposition marks for clarity):

v AB (r) = qA qB

π3Λ6
AB

∫
dr′ rTAB r′ exp

[
−rJ11

AB r− r′J22
AB r′− rJ12

AB r′− r′J21
AB r

]
=

=Q AB ×exp
[
−rJ11

AB r
]
× rTAB

∫
dr′r′ exp

[
−r′J22

AB r′−2rJ12
AB r′

]
,

(5.30)

where we introduced Q AB = qA qB
/
π3Λ6

AB , moved r′-independent factors outside the integral,
and used the symmetry of the JAB matrix. By completing the exponent under the integral to the
complete square, this Gaussian integral can be evaluated as

v AB (r) = Q AB

4

√
(2π)3

detJ22
AB

exp
[
−rJ11

AB r
]
× rTAB

[
J22

AB

]−1
MT ×exp

[
1

2
M

[
J22

AB

]−1
MT

]
, (5.31)

with M = −rJ12
AB

/p
2 and MT = −J21

AB r
/p

2, since [J12
AB ]T = J21

AB . Substituting this and recovering
the dependence on nuclear coordinates and transposition marks where required, we finally
obtain

v AB (r) =− qA qB

π3/2Λ̃3
AB

(r−RA)T Teff
AB (r−RA)exp

[−(r−RA)TΣAB (r−RA)
]

, (5.32)

where we introduced the effective length (cubed) Λ̃3
AB =

√
detC/AB ·detJ22

AB

/
detC and matrices

Teff
AB = TAB [J22

AB ]−1 J21
AB ; ΣAB = J11

AB − J12
AB [J22

AB ]−1J21
AB . (5.33)

5.2 MBD Energy Density Visualized in 3D Space

Using the results from the above, the MBD energy density can be split into one- and two-body
parts,

eMBD(r) = e(1)
MBD(r)+e(2)

MBD(r) , (5.34)

e(1)
MBD(r) =

N∑
A=1

[
t MBD

A (r)− t 0
A(r)

]+ N∑
A=1

[
πMBD

A (r)−π0
A(r)

]
, (5.35)

e(2)
MBD(r) = 1

2

∑
B ̸=A

v AB (r) , (5.36)
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as well as the MBD energy itself,

EMBD = E (1)
MBD +E (2)

MBD =
∫

dr e(1)
MBD(r)+

∫
dr e(2)

MBD(r) . (5.37)

We note that partitioning of the total MBD energy onto one- and two-body parts can also be
done using the second-quantization approach (SQ-MBD) [172]. The advantage of our approach
is that the derived eMBD(r) provides information about the spatial distribution of dispersion en-
ergy in 3D space, representing it as an energy density scalar field. This offers a fresh perspective
on the dispersion energy, which is typically considered as a single number.

Computational Details

The equations derived in Section 5.1 were implemented in a self-written PYTHON script using
the output of the LIBMBD package [160]. The MBD@FCO variant developed in Chapter 4 was
employed in the calculations. DFT-PBE computations with ‘tight’ settings in FHI-AIMS [233]
were performed to parametrize the MBD Hamiltonian.

MBD energy densities were evaluated on a cube grid in real space. The grid resolution of 0.1 Å
was found to be sufficiently fine, ensuring numerical convergence of the total MBD energy in-
tegral EMBD = ∫

dr eMBD(r) below 10−5 Ha.

5.2.1 Results for buckyball catcher and DNA-ellipticine

We illustrate this by considering the S12L and L7+ complexes from Chapter 4. As before, we
focus on the dispersion interaction energy between two monomers, ∆EMBD = E dimer

MBD −E mono1
MBD −

E mono2
MBD , resulting in the respective change in the MBD energy density,

∆eMBD(r) = edimer
MBD (r)−emono1

MBD (r)−emono2
MBD (r) , (5.38)

In Figure 5.1c, the MBD interaction energy density∆eMBD(r) is shown for the ‘4a’ C60 buckyball
catcher: ∆eMBD(r) is negative on the monomers while being positive in between. This can be
rationalized in terms of the changes in the spectrum of the MBD modes from isolated fragments
to a dimer. As was shown in Ref. [25], the MBD modes spectrum of a dimer is broadened asym-
metrically, with a slight shift towards lower energies, leading to the overall binding, as indicated
by blue regions in Figure 5.1. However, also higher-energy modes appear in a dimer (see Figure
4d in Ref. [25]), which lead to regions with the positive ∆eMBD(r) (red in Figure 5.1).

Following Eqs. (5.34)–(5.36) and (5.38), the one- and two-body parts of ∆eMBD(r) can be de-
fined accordingly. In Figure 5.1a-b, this decomposition of ∆eMBD(r) is displayed. The two-
body dipole interaction term is negative everywhere in space, as expected, while the one-body
term is mostly positive, contributing to binding only close to nuclei. The plots of ∆e(1)

MBD(r) and

∆e(2)
MBD(r) help to rationalize the total picture in Figure 5.1c, with the two-body term highlighting

the parts of the complex contributing the most to its binding.

These qualitative observations from the isosurface plots are confirmed by a quantitative anal-
ysis of the binding energy density distributions across their full span (Figure 5.1, lower row).
Namely, we analyze the population N (e)de of a given energy density interval de, which is anal-
ogous to the density of states used in electronic structure theory and solid-state physics. The
majority of the points in a .cube file for a given system belong to a vacuum around the system
and therefore are associated with negligibly small values of ∆eMBD. To filter out this noise, we
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Figure 5.1: One- and two-body MBD energy densities and their sum for the buckyball catcher. Upper
row: Isosurfaces of (a) ∆e(1)

MBD(r), (b) ∆e(2)
MBD(r), and (c) ∆eMBD(r) = ∆e(1)

MBD(r)+∆e(2)
MBD(r). The shown

isosurface values are ±3×10−5 a.u. The red and blue colors denote positive and negative energy density,
respectively. Lower row: Contribution to the energy density eN (e)de of the interval de with N (e)de
data points versus the absolute energy density value e sign(e). The dashed vertical line denotes the
isovalue 3× 10−5 a.u. used in the upper row isosurfaces, while red and blue shaded areas reflect the
contribution to the MBD energy of the points encompassed by the respective isosurfaces. The insets
show the population N (e)de (green, in log-scale) of an interval de as a function of energy density e.

ignored the data points with ∆eMBD < 10−8 a.u., which affects the integrated MBD binding en-
ergy only at the level of 10−5 Ha (the same procedure applies to the one- and two-body parts).
The remaining points were grouped in n = 250 bins, forming a histogram of N (e)de shown as
the insets in Figure 5.1 (lower row). Next, we evaluated the net contribution of a given interval
de to the overall MBD energy as eN (e)de,2 displayed as red and blue histograms in the lower
row in Figure 5.1. These results clearly show that the one-body term has a positive (destabi-
lizing) net contribution, while the two-body term is responsible for the overall stabilization of
the complex at the MBD level. Such plots are also helpful for choosing the relevant isosurface
value, e.g. using a rule of thumb that the encompassed data points (shown as shaded areas
in Figure 5.1) represent the dominant (or at least substantial) part of the overall MBD energy
(which is a sum of all histogram elements).

In Figure 5.2, we extend this analysis to a biologically relevant DNA-ellipticine intercalation
complex [283]. Curiously, the energy density of the dipolar interaction exhibits selectivity. At
an isosurface value of 4×10−5 a.u., the isosurface regions encompass only Cytosine (C) nucle-
obases (Figure 5.2b). To reveal additional contributions, extending to Guanine (G) nucleobases,
one has to lower the isosurface value to roughly 3×10−5 a.u. The total MBD energy density is
also concentrated more on Cytosines, which can be seen from the relatively larger isosurface
volume around them compared to the Guanines (Figure 5.2c). While the chemical nature of this
selectivity remains unclear at the time of writing, this observation indicates that the MBD en-
ergy density derived in this work might be a useful tool for chemical analysis in (bio)molecular
systems. Our conclusions are further supported by the results for the C3GC and 3a TNF “pincer”

2This quantity has units of energy density, to get the energy units one has to multiply it by the elementary grid
volume dV = d xd yd z.
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Figure 5.2: One- and two-body MBD energy densities and their sum for the DNA-ellipticine complex.
The caption of Figure 5.1 applies, but with the isovalues ±4×10−5 a.u. In panel (b), the nucleobases
cytosine (C) and guanine (G) composing the given DNA fragment are highlighted.

complexes, presented in Appendix A8.

The proposed approach augments the existing density-based techniques, such as QTAIM [257]
or NCI [259, 260], with the spatial distribution of the vdW dispersion energy. Moreover, it en-
ables the analysis of e.g., energy density decay with intermonomer distance, and suggests using
the dispersion energy density, which is a local intensive property, to train MLFFs capable of
treating the vdW dispersion forces beyond the pairwise approximation. These and other appli-
cations form the scope for future work on this topic.

5.2.2 Connection Between Charge Density and Energy Density in MBD

By comparing the MBD density isosurfaces of the buckyball catcher in Figure 4.9 and its MBD
energy density isosurfaces in Figure 5.1, one can spot the close resemblance in the shape of
spatial distributions of ∆ρpol and ∆eMBD. For convenience, we explicitly compare the ∆ρMBD

and ∆eMBD isosurfaces in Figure 5.3. Here, we demonstrate analytically that there is an actual
connection between the two MBD observables.

Let us consider a dimer composed of identical QDOs A and B located at RA and RB as a toy
model of e.g. an argon dimer. For the one-body density from Eq. (5.16), we have

n(1)
MBD,A(r) = 1

π3/2

√
detC

detCBB
exp

{
− (r−RA)T KA A(r−RA)

}
, (5.39)

where KA A = CA A − CAB [CBB ]−1CB A, since CA = CB A, CT
A = CAB and C/A = CBB for the two-

particle case. Analogously, for two-body density Eq. (5.21) gives

n(2)
AB (r,r′) =

p
detC

π3
e−(r−RA)T CA A(r−RA)−(r′−RB )T CBB (r′−RB )−2(r−RA)T CAB (r′−RB ) . (5.40)

Compared to the Eq. (5.21), the matrices Ji j
AB reduce just to the blocks of the correlation matrix,

since in the two-particle case the integration over other degrees of freedom, which has led to

more complex matrices Ji j
AB , is not performed.
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Figure 5.3: Connection between
charge and energy densities in MBD.
Isosurfaces of (a) MBD charge density
(3×10−5 a.u.) and (b) MBD energy
density (1.8×10−5 a.u.) for the ‘4a’
buckyball catcher from the S12L
dataset.

It is also easy to see that for a dimer the matrixΣAB = J11
AB−J12

AB [J22
AB ]−1J21

AB reduces toΣAB = CA A−
CAB [CBB ]−1CB A = KA A. Therefore, the 2-body energy density takes the form:

e(2)
AB (r) =−qA qB

π3/2

√
detC

detCBB
(r−RA)T Teff

AB (r−RA)exp
{−(r−RA)T KA A(r−RA)

}
, (5.41)

where the effective dipole tensor is now also simplified as Teff
AB = TAB [CBB ]−1CAB . There’s also

the second symmetric term with displacements centered around B :

e(2)
B A(r) =−qA qB

π3/2

√
detC

detCA A
(r−RB )T Teff

B A(r−RB )exp
{−(r−RB )T KBB (r−RB )

}
, (5.42)

and the total two-body contribution is given by their average e(2)
MBD(r) = [e(2)

AB (r)+e(2)
B A(r)]/2. Now

it is evident that two-body terms can be written as proportional to the respective one-body
particle density, and the proportionality coefficient is the “dressed” dipole tensor:

e(2)
AB (r) =−qA qB (r−RA)T Teff

AB (r−RA)n(1)
MBD,A(r) , (5.43)

leading to the following expression for two-body contribution to the MBD ground-state energy:

E (2)
MBD =

∫
e(2)

MBD(r)d 3r =− qB

2

∫
(r−RA)T Teff

AB (r−RA)ρ(1)
MBD,A(r)dr −

− qA

2

∫
(r−RB )T Teff

B A(r−RB )ρ(1)
MBD,B (r)dr ,

(5.44)

where we absorbed one of the charges into ρ under an integral sign. As for the one-body term,
its proportionality to n(1)

MBD,A(r) follows immediately from Eqs. (5.25), (5.28) and (5.16). More-
over, their proportionality holds even in a general case, not only for a dimer. These findings
rationalize the observed similarity of ρMBD(r) and eMBD(r) spatial distributions.

5.3 Two-Body MBD Energy As a Nonlocal Correlation Functional

Based on Eq. (5.29), instead of the local two-body MBD energy density e(2)
MBD(r), we can intro-

duce the nonlocal counterpart as

e(2)
MBD(r,r′) = 1

2

∑
B ̸=A

qA qB (r−RA)T TAB (r′−RB )n(2)
AB (r,r′) . (5.45)
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Based on the results of the previous section for a QDO dimer, in this model system we can
factorize n(2)

AB (r,r′) in Eq. (5.40) using Eq. (5.39) as

n(2)
AB (r,r′) = n(1)

A (r)n(1)
B (r′)ΓAB (r,r′) , (5.46)

where ΓAB (r,r′) is the correlation function having the explicit form:

ΓAB (r,r′) =
√

detCBB

detKBB
×exp

{
−(r−RA)T (CA A −KA A)(r−RA)

− (r′−RB )T (CBB −KBB )(r′−RB )−2(r−RA)T CAB (r′−RB )
}

.

(5.47)

In this derivation, we used the fact that detC = detCA A ·det
(
CBB −CB A[CA A]−1CAB

)= detCA A ·
detKBB as the determinant of a block matrix.

The performed factorization allows us to recast E (2)
MBD = Î

drdr′ e(2)
MBD(r,r′), the two-body part

of the MBD energy, in the form

E (2)
MBD = 1

2

Ï
drdr′ρA(r)ΦAB (r,r′)ρB (r′)+ 1

2

Ï
drdr′ρB (r)ΦB A(r,r′)ρA(r′) , (5.48)

where we used ρi (r) = qi n(1)
i (r) and introduced

ΦAB (r,r′) = (r−RA)T TAB (r′−RB )×ΓAB (r,r′) . (5.49)

Comparing Eq. (5.48) to the general form of nonlocal density functional (2.147), which we re-
peat here for clarity:

Ec,nl =
1

2

Ï
drdr′ρ(r)Φ[ρ](r,r′)ρ(r′) , (5.50)

we identify thatΦAB (r,r′) defines the coarse-grained nonlocal kernel, capturing long-range cor-
relation energy. Thus, the MBD model is equivalent to the nonlocal correlation functional,
acting in the space of auxiliary drudonic densities. In the following, we compare it to a VV10
nonlocal functional of electron density for argon dimer.

5.3.1 Comparison to VV10 for Argon Dimer

Computational Details

The nonlocal part of the VV10 functional (without the βN term) is computed using the numer-
ical integration quadratures [159]:

E VV10
c = 1

2

∑
A

∑
i∈A

w Aiρ(rAi )
∑
B

∑
j∈B

wB jρ(r′B j )ΦVV10(rAi ,r′B j ) , (5.51)

where w Ai and wB j are the quadrature weights, and the grid points are rAi = RA + ri , with RA

being the nuclear coordinate of A and ri defining a one-center integration grid. For the visual-
ization of the VV10 correlation kernel, Eq. (5.51) was implemented in PYTHON using the ‘tight’
atomic integration grids from the FHI-AIMS(v.221103) code. The density and density gradient
norm, required to compute E VV10

c (see Section 2.3.3), were obtained from the PBE/aug-cc-pVQZ
calculations in ORCA(v.5.0.3) [294] using the MULTIWFN(v.3.8) program [295].3

3We had to evaluate density and density gradient from ORCA to enable the consistent comparison with the
VV10 energies from ORCA and MRCC. The VV10 functional is currently not implemented in FHI-AIMS; however,
FHI-AIMS features printing of the integration grid points, unlike ORCA. MULTIWFN can evaluate the density and
density gradient norm on a given set of points using the output of any quantum chemistry program.
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Figure 5.4: VV10 nonlocal correlation energy visualized for an argon dimer at 5 Å separation.
Heatmap (a) corresponds to 2-dimensional plane (x, x ′) defined by y = y ′ = z = z ′ = 0 in 6-dimensional
space, while panel (b) depicts (y, y ′) plane defined by x = x ′ = z = z ′ = 0. The nuclear coordinates are
shown by orange lines. See the discussion in the text for more details.

The PYTHON implementation was validated by benchmarking the numerically integrated VV10
correlation energy E VV10

c to the reference implementations in quantum-chemistry packages.
The reference (non-self-consistent) nonlocal VV10 correlation energies were computed on top
of the PBE functional and aug-cc-pVQZ basis sets in ORCA and MRCC. The VV10 parameters
were fixed to their original values C = 0.0093 and b = 5.9 [159]. The discrepancies between the
PYTHON, ORCA and MRCC values of E VV10

c were found to be below 0.5µHa, compared to the
E VV10

c ≈−0.02 Ha for argon dimer (without the positive βNelec term, see Ref. [159]).

The geometry of the argon dimer was chosen so that atom A is at the coordinate origin,
RA = (0,0,0), while atom B is located at RB = (R,0,0). As before, the MBD@FCO variant with the
PBE/‘tight’-based parametrization was employed for the MBD calculations using the LIBMBD
library [160].

VV10 and MBD Nonlocal Energy Densities

In Figure 5.4, we show the nonlocal VV10 energy density IVV10(ri ,r′j ),

IVV10(ri ,r′j ) = 1

2
w(ri )w(r′j )ρ(ri )ρ(r′j )ΦVV10(ri ,r′j ) , (5.52)

for the argon dimer at R = 5 Å across two planes in the 6D-space. For clarity, in Eq. (5.52) we
omitted atomic indices A,B compared to Eq. (5.51). The heatmaps in Figure 5.4 reveal the fine-
grained pattern of the VV10 correlation, with the largest contributions concentrated close to the
diagonal r = r′. The peak magnitudes (about −4.2×10−10 a.u.) of the VV10 energy density are
observed at coordinates xmax ≈ ymax ≈ 0.63 Å (see Figure 5.4). From the symmetry of the system,
zmax = ymax, which allows to estimate the distance to the nucleus as Rmax ≈ xmax

p
3 ≈ 1.1 Å. This

roughly corresponds to the covalent radius of argon atom Rcov = 1.06±0.1 Å [296], while its vdW
radius is RvdW = 1.88 Å [102].

However, diagonal blocks highlighted by a color gradient in the heatmaps in Figure 5.4a corre-
spond to a “local”, or intramonomer part of electronic correlations captured by the VV10 func-
tional, which do not contribute to the the interaction energy of a dimer. On the contrary, the
antidiagonal blocks of the correlation heatmap, corresponding to the correlations between two
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Figure 5.5: The nonlocal part of MBD and VV10 interaction energy. Heatmaps of (a,c) MBD and
(b,d) VV10 interaction energy for argon dimer at 5 Å separation. The heatmaps (a,b) correspond to
2-dimensional plane (x, x ′) defined by y = y ′ = z = z ′ = 0 in 6-dimensional space, while the heatmaps
(c,d) depict plane (y, y ′) defined by x = x ′ = z = z ′ = 0. The nuclear coordinates are shown by orange
lines. See the discussion in the text for more details.

monomers, play a decisive role. In Figure 5.4a, those heatmap elements cannot be seen as they
are, of course, much smaller than the intramonomer correlations. Therefore, we define the
VV10 interaction energy density ∆IVV10 = I D

VV10 − I M1
VV10 − I M2

VV10 (D - dimer, M1, M2 - monomers),
to focus on the intermonomer contributions.

In Figure 5.5, we compare ∆IVV10 to the nonlocal MBD energy density ∆IMBD in Eq. (5.48),4

∆IMBD(ri ,r′j ) = 1

2
w(ri )w(r′j )

∑
B ̸=A

qA qB (ri −RA)T TAB (r′j −RB )n(2)
AB (ri ,r′j ) , (5.53)

evaluated at the same grid as ∆IVV10. The defined VV10 and MBD nonlocal energy densities
both describe the change in correlation energy due to interaction between monomers, which
motivates their comparison. Heatmaps for both methods reveal that contributions to the in-
teraction energy come from antidiagonal blocks, in agreement with the physical intuition. Re-
markably, the VV10 functional mostly correlates density tails in the region between two atoms
(0 < x < 5 Å, 0 < x ′ < 5 Å) (Figure 5.5b), while the MBD correlation pattern exhibits quadrupolar

4In general, ∆IMBD = I D
MBD − I M1

MBD − I M2
MBD, but for atomic dimer I M1

MBD = I M2
MBD = 0 by construction.
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Figure 5.6: Dispersion energy curve of an argon dimer as computed by SAPT(CCSD) [8], VV10 and
MBD@FCO methods. For the MBD@FCO method, the decomposition of the total energy onto the one-
and two-body terms is displayed. The inset shows a zoom into the near-equilibrium region, with the
equilibrium distance Re = 3.76 Å marked by a vertical dotted line.

symmetry (panels (a) and (c)). The local symmetry of the VV10 correlations is more sophis-
ticated, which can be seen in Figure 5.5d. Notably, the magnitude of ∆IVV10 within the (x, x ′)
plane is three order of magnitude larger than within the (y, y ′) plane, although the magnitude
of I D

VV10 is the same across both planes (Figure 5.4). This speaks of the weak deformation of the
PBE density perpendicular to the noncovalent dispersion “bond”.

In turn,∆IMBD is five orders of magnitude greater than∆IVV10. Moreover, unlike the VV10 coun-
terpart, ∆IMBD does not manifest anisotropy, reaching the same magnitudes in both (x, x ′) and
(y, y ′) planes. We associate these contrasts with the different meanings of the two-body non-
local energy within the MBD and VV10 methods. In VV10, this energy directly corresponds to
the total dispersion energy predicted by the method, while in MBD the two-body term has to
be summed with the local one-body energy to obtain the dispersion energy. As we discussed
above, the one-body term contributes overall positive energy, meaning that two-body energy
in MBD has to be lower than in VV10 to produce almost the same dispersion energy at 5 Å (see
Figure 5.6). The condition of a good agreement between the MBD and VV10 dispersion energy
was the criterion to choose a separation of 5 Å, to make the comparison of the heatmaps as
unbiased as possible.

However, if we compare MBD and VV10 dispersion energy curves in a wide range of distances,
their behavior is drastically different (Figure 5.6). The VV10 dispersion energy manifests sig-
nificant damping at shorter distances, which arises due to the choice of the parameter b in
Eq. (2.155). Since VV10 is employed on top of the semi-local PBE functional, already cap-
turing some portion of the correlation energy at intermediate distances, b is fine-tuned to
avoid double-counting in this range [159], similar to the β parameter in the MBD@rsSCS or
TS methods (see Section 2.3). On the other hand, MBD@FCO exposes much faster decay, al-
beit still slower than the reference SAPT counterparts E (2)

disp (“SAPT, disp” in Figure 5.6) and

E (2)
dispx = E (2)

disp +E (2)
exch−disp (“SAPT, dispx” in Figure 5.6), computed at the SAPT(CCSD) level [8].
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5.3 Two-Body MBD Energy As a Nonlocal Correlation Functional

Surprisingly, if we focus only on the two-body part of the MBD@FCO energy, it agrees perfectly
with E (2)

dispx in the whole range of distances, down to the ∼70% equilibrium! The zoomed-in

inset in Figure 5.6 reveals small discrepancies between E (2)
MBD and E (2)

dispx in the long-range tail
of the energy. This remarkable agreement between two-body MBD energy and SAPT is found
also in dimers of neon and krypton (see Appendix A9), meaning that it is not coincidental. This
intriguing finding requires a thorough investigation, which is the focus of my current research
but is beyond the scope of this thesis.

To sum up, this section illustrates the conceptual connection between the MBD model and non-
local correlation functionals. This is the first step in this direction, which might eventually lead
to the synergetic design of better vdW models, incorporating the strengths of both approaches.

5.3.2 Nonlocal MBD Correlations in 3D Space

As was shown above, the two-body energy term in the MBD model has interesting properties,
being the analog of nonlocal correlation functionals and showing an excellent agreement with
SAPT. The spatial distribution of e(2)

MBD(r,r′) was already illustrated in Figure 5.5 along the 2D
slices in the 6D space. In this section, we aim to understand better the spatial distribution of
e(2)

MBD(r,r′).

Alternative way to reduce the dimensionality of e(2)
MBD(r,r′) is to choose a fixed point r = R in the

3D space and plot e(2)
MBD(R,r′) as the 3D scalar field. The reasonable choice for R is a coordinate

Figure 5.7: Nonlocality of dipolar correlations in MBD. (a,b) The isosurfaces of I (r′) = e(2)
MBD(RA ,r′)

for (a) DNA-ellipticine and (b) C60 buckyball catcher complexes. The isosurface values are (a) 10−7

a.u. and (b) 3×10−7 a.u. For each system, two view angles are presented, with the atom at RA shown
as a big green ball. As before, the red and blue colors denote, respectively, the positive and negative
regions. (c,d) Contribution to the energy density I N (I )d I of the interval d I with N (I )d I data points
versus the absolute energy density value I sign(I ) for (c) DNA-ellipticine and (d) C60 buckyball catcher.
The dashed vertical line denotes the isovalues used in the corresponding isosurfaces above, while red
and blue shaded areas reflect the contribution to the MBD energy of the points encompassed by those
isosurfaces. The insets show the population N (I )d I (green, in log-scale) of an interval d I as a function
of the energy density I .
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RA of one of the nuclei in the system. In Figure 5.7, we illustrate the e(2)
MBD(RA,r′) for the DNA-

ellipticine (a,c) and C60 catcher complexes (b,d). These plots are similar to Figures 5.1 and 5.2,
but to emphasize that the quantity analyzed in Figure 5.7 has different meaning and units, we
denote it as I (r′) = e(2)

MBD(RA,r′).

The first interesting observation is that e(2)
MBD(RA,r′) is positive in the vicinity of the reference

point RA, indicating the anti-correlation between local dipoles. This is qualitatively similar to
an exchange-hole around an electron in a many-electron system, albeit the exchange-hole has
a completely different physical origin (see Section 2.3.2). Farther from RA, in the second coor-
dination shell, e(2)

MBD(RA,r′) becomes negative, indicating the regions, where the local dipoles
are correlated the most to the local dipole at point RA. As can be seen from Figure 5.7a-b, the
drudonic correlations leading to both positive and negative contributions to e(2)

MBD(RA,r′) can
extend as far as few angstroms. The panels (c,d) further reveal an important difference be-
tween I (r′) and ∆eMBD(r) in Figure 5.1. Unlike for ∆eMBD(r), the smallest I have the largest
contribution magnitude I N (I )d I , which motivates the choice of isosurface values in (a,b).

To sum it up, the nonlocal energy density e(2)
MBD(r,r′) is a complex quantity, containing a plethora

of information about the dipolar correlations in the system. The examples presented here
are only the first steps towards extracting and understanding this information. The observed
changing sign behavior of e(2)

MBD(RA,r′) requires a more detailed study and deeper physical in-
terpretation, which is the subject of future work.

5.4 Discussion and Outlook

Here, we introduced the density-matrix representation of the MBD model, which is the central
advancement of this chapter. The derived MBD density-matrix formalism provides access to
continuous observables in real space, such as one- and two-body particle and energy densities,
thereby extending beyond the original coarse-grained representation of collective electronic
response in the MBD model.

The utility of the proposed approach is demonstrated through numerous examples of the de-
rived observables and their analysis. The local MBD energy density, ∆eMBD(r), reveals the spa-
tial distribution of the dispersion energy, offering valuable insights for chemical analysis, as il-
lustrated by the example of the DNA-ellipticine complex. The two-body energy term, e(2)

MBD(r,r′),
sheds light on the intricate nature of dipolar correlations and offers a promising tool for un-
derstanding such interactions in complex molecular systems. The isosurface plots for DNA-
ellipticine and C60 buckyball catcher complexes illustrate the spatial extent of dipolar correla-
tions over several angstroms, emphasizing the inherent nonlocality of vdW dispersion interac-
tions and the importance of capturing these effects for accurate energy descriptions.

The comparison between MBD@FCO and VV10 nonlocal energy distributions for the argon
dimer further highlights this nonlocal perspective. Despite contrasting patterns of nonlocal
correlations, both methods yield predictions for long-range dispersion energy that closely match
reference SAPT values. Notably, the MBD@FCO two-body energy term also agrees well with
SAPT at short range – an intriguing result that warrants further investigation. Refining the local
polarizability functional (2.152) in VV10 based on the MBD@FCO polarizability density, which
can be evaluated using the developed density-matrix representation, is a promising avenue for
future work. These insights are essential for bridging the gap between coarse-grained and fine-
grained representations of electronic correlations, providing a more nuanced understanding of
vdW dispersion interactions.
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5.4 Discussion and Outlook

Further exploration of the MBD density-matrix theory could also have broader implications for
DFA design. A deeper understanding of dipolar quasiparticle correlations in the MBD ground
state and their connection to real electron correlations might lead to new analytical asymptotic
expressions for long-range correlation energy or novel constraints on the correlation functional
in DFT.

In conclusion, this work represents a foundational step toward a more comprehensive under-
standing of nonlocal dipolar correlations in molecular systems. The visualization techniques
and insights presented here open new possibilities for both theoretical advancements and prac-
tical applications. Future research could focus on refining local polarizability functionals, im-
proving energy density descriptions, and uncovering novel connections between dipolar quasi-
particles and electron correlations.
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Chapter 6

Summary and Outlook

6.1 Digest

This section offers a concise overview of the key findings and insights obtained throughout this
doctoral journey, while detailed discussions and conclusions can be found in the respective
chapters.

This thesis advances the theoretical framework for describing van der Waals (vdW) interactions
in complex chemical and biological systems by developing a universal vdW potential, eluci-
dating the impact of vdW interactions on electronic charge density, and introducing a novel
reduced density-matrix formalism for the many-body dispersion method. Our findings bridge
fundamental physical principles with practical computational tools and provide a path forward
for more accurate and efficient modeling of noncovalent interactions.

The vdW-QDO potential represents a significant step towards a universal and non-empirical
vdW model. By leveraging vdW scaling laws, the quantum Drude oscillator (QDO) formal-
ism, and the principle of corresponding states, we achieved a model parameterized by only
two atomic descriptors. The vdW-QDO potential maintains the simplicity of the Lennard-Jones
model while delivering accuracy comparable to the Tang-Toennies potential. Crucially, its ro-
bustness across the periodic table and its improved long-range behavior position it as a versatile
tool for modeling extended systems where cumulative long-range interactions play a decisive
role.

Our investigation into vdW-induced polarization of electron density highlights a deeper con-
ceptual connection between vdW dispersion interactions and electronic structure. While charge
density shifts induced by vdW interactions are often negligible in small molecules, they be-
come increasingly significant in larger, more polarizable systems. These density redistributions
influence chemical interaction descriptors, such as NCI analysis, and can have substantial im-
plications for understanding protein folding and higher-order interactions in biological sys-
tems. The MBD@FCO method emerges as a consistent and parameter-free approach for cap-
turing vdW-induced density changes, marking a notable advancement over empirical damping
schemes commonly used in density functional approximations (DFAs).

Finally, a novel theoretical framework for the reduced density-matrix description of many-body
dispersion interactions is presented. The proposed approach offers tools for detailed analysis
of dipolar correlations and their visualization, which helps to enhance the understanding of
dispersion interaction mechanisms in complex systems.
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6.2 Perspective

6.2 Perspective

This section highlights broader potential directions, challenges, and implications for further
research, beyond the future perspectives outlined in the previous chapters.

Towards a Unified Framework for Nonbonded Force Fields

The vdW-QDO potential offers a compelling approach for modeling vdW interactions in both
classical and machine-learning force fields. Its accurate representation of dispersion interac-
tions has already been validated in applications such as the SO3LR machine-learning force
field [33].

However, most current force fields treat nonbonded interactions through separate empirical
components for vdW, electrostatics, and induction effects, often lacking a coherent theoretical
foundation. In contrast, the QDO model provides a unified framework for treating these inter-
actions (Section 2.2.3). While short-range electrostatic and induction effects were deliberately
excluded in developing the vdW-QDO potential at this stage, their future inclusion remains a
promising avenue for enhancing accuracy in polar systems. Importantly, the consistent treat-
ment and parametrization of all nonbonded energy terms can potentially improve the overall
accuracy of a force field [297].

Further improvements to the underlying physical models for interactions are also needed. Cur-
rent models often overestimate repulsion energies, leading to inaccuracies in force-field predic-
tions [297], as also observed with the vdW-QDO potential (Section 3.4). Developing many-atom
exchange-repulsion potentials, possibly by extending the symmetrization of wavefunctions for
dipole-interacting oscillators, offers a promising solution. Additionally, coupling force fields
with machine-learning models presents an opportunity to overcome the rigidity of traditional
parametric forms [235].

Advancing vdW Modeling in Density Functional Theory

Incorporating vdW physics within DFT remains challenging due to the inherent limitations
of standard density functional approximations (DFAs). Existing methods, such as DFT-D3/4,
XDM, and MBD, rely on empirically tuned damping functions that lack a rigorous physical ba-
sis. These functions must often compensate for deficiencies in the underlying DFA, leading to
inconsistencies in the treatment of vdW interactions [271–273]. This issue becomes even more
complex in metallic systems, where most DFAs inherently capture substantial long-range cor-
relation effects as being designed to be exact for the homogeneous electron gas. These factors
complicate the development of a well-defined and universally applicable combination of vdW
models with DFAs, and no comprehensive solution has been proposed so far.

The MBD@FCO method developed in this work offers a promising path forward, providing dis-
persion energies closely aligned with SAPT benchmarks. Future research could focus on cou-
pling MBD@FCO with DFAs e.g. in a density-driven manner, where range-separation param-
eters are determined based on reproducing reference electron density rather than empirical
energy fits. Alternatively, the “dispersionless” DFAs, such as dlDF [292] or B86bPBE [291], could
serve as foundations for the MBD@FCO correction. In general, the challenge of seamlessly
combining (semi-)local DFT with long-range vdW models can hardly be tackled in isolation
from the construction of better-balanced DFAs. This might be achieved, for instance, by im-
posing additional long-range constraints on exchange-correlation functionals. The remarkable
agreement between SAPT dispersion and two-body MBD@FCO energy for the argon dimer (Fig-
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ure 5.6) suggests that MBD@FCO is a promising vdW model for future DFA+vdW developments,
warranting further investigation.

Nonlocal vdW density functionals (vdW-DF), on the other hand, offer an appealing alternative
to explicitly range-separated DFA+vdW approaches, as they incorporate long-range correlation
effects directly within the exchange-correlation functional. Although they offer a more phys-
ically motivated treatment than pairwise-additive methods, their computational cost remains
high. Additionally, vdW-DFs also resort to range separation of correlation effects, albeit in an
implicit form, and therefore suffer from similar issues with pure dispersion energy (see Fig-
ure 5.6). Overall, the vdW-DF approach is still in an early stage of development and needs fur-
ther methodological refinement, particularly to account for many-body effects and to balance
semi-local and nonlocal correlation in the mid-range [12]. A promising direction is combining
vdW-DF and MBD approaches, as envisaged in Section 5.3.1, forming a fruitful area for future
research.

In a broader context, metallic-like systems, where long-range plasmon-like density oscillations
dominate, continue to pose a serious challenge for standard DFA+vdW approaches. Recent
developments, such as the MBD+C method [169], have shown promise by incorporating charge
hopping within the MBD framework. However, this approach requires further investigation and
refinement. Ideally, partitioning the electron density to separately parameterize non-metallic
regions while treating charge transfer independently may be a beneficial strategy. The MBD-NL
method [21] follows this philosophy but disregards valuable information from the jellium-like
regions of the electron density. Exploring how this discarded information can be harnessed
could lead to significant improvements in predictive accuracy.

Generating High-Level Reference Data for vdW Benchmarking

The refinement of vdW models is often limited by the availability of high-quality reference data.
While reliable ab initio C8 and C10 dispersion coefficients are available for closed-shell ele-
ments, data for open-shell elements and molecular systems remain sparse. High-quality ref-
erences for molecular C8 and C10 coefficients are essential for benchmarking long-range vdW
models, and in the absence of reliable experimental methods to extract these coefficients, ab
initio calculations remain the only viable option.

Expanding the scope of high-level SAPT calculations to generate benchmark datasets is another
critical direction. SAPT provides a unique benchmark method for the dispersion energy across
all distance ranges, offering valuable guidance for vdW model development. However, only the
S66×8 and S12L datasets have been covered by Hessellmann et. al [234, 270] at the SAPT-DFT
level, with no data available for L7 and many other datasets. In addition, SAPT offers unique
insights into higher-order interaction effects, such as dispersion-induced density polarization,
though this capability is not widely implemented in existing codes, to our knowledge. Incor-
porating dispersion-induced polarization effects on energy through higher-order terms, such
as E (3)

disp−ind, could guide the development of cheaper methods like Dipole-Correlated Singles
(DCS) in MBD [26], which currently have to rely on empirical damping functions. The chal-
lenge is that these effects become pronounced only in sufficiently large systems, making SAPT
calculations computationally expensive. Nevertheless, ongoing advancements in hardware and
algorithms provide optimism for future progress.

Mining high-level interaction energies for large noncovalent complexes is equally vital for ad-
vancing the understanding of noncovalent interactions and benchmarking approximate meth-
ods, such as DFA+vdW. The recent “puzzling” benchmark comparing CCSD(T) and DMC meth-
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ods for large molecules [162] sparked vigorous discussion within the community, prompting
several follow-up benchmark studies [283, 298, 299]. These efforts, along with more special-
ized datasets – such as the recent QUID benchmark for ligand-pocket interactions [300] – are
pushing the state-of-the-art and driving subsequent methodological advancements in the field.

Extensions to the MBD Framework

An interesting direction for future research is the inclusion of quadrupolar (and higher-order)
multipolar couplings within the MBD framework. Recent efforts [165–167] lay the foundation
for future advancements but do not provide conclusive insights into the relative importance of
such couplings. This uncertainty largely stems from empiricism introduced due to the afore-
mentioned lack of data on quadrupolar response properties, such as α2 and C8. The excellent
agreement between SAPT dispersion and two-body MBD@FCO energy suggests that full dipole
coupling between finite-width Gaussian dipoles might effectively capture higher-order multi-
pole contributions. This intriguing result warrants closer examination and rationalization on a
physical basis.

The impact of vdW interactions on electron density, as highlighted in this thesis, also deserves
further investigation, particularly regarding their influence on observables such as energies and
forces. Adapting the DCS framework [26] to the MBD@FCO parameterization offers a potential
path forward here. On a technical level, implementing self-consistent MBD@FCO and integrat-
ing it into the LIBMBD package is a current research focus. However, obtaining meaningful
results with the self-consistent MBD@FCO requires addressing the problem of combining the
method with DFA, as noted above.

Closing Remarks

The integration of vdW physics into computational models remains a critical challenge in theo-
retical chemical physics. By advancing QDO-based force fields, improving DFT-vdW coupling,
and generating high-quality benchmark datasets, future research can provide more accurate
and efficient descriptions of noncovalent interactions. These efforts will be essential for tack-
ling the complexities of large biomolecular systems and complex materials.
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Appendices

Parts of Sec. A1–A4 and A5–A7 have been reproduced from
the Supplementary Materials of Refs. [107] and [104], respectively.

A1 QDO-derived Damping Function

Here we present the derivation of the QDO damping function given by Eq. (3.24), following
the approach used by Tang and Toennies to derive their renowned damping function [90, 206].
Asymptotic series expansion of dispersion energy is based on the assumption of non-overlap-
ping densities. However, at typical interatomic separations in molecular systems, there is still a
non-negligible overlap of electron densities. This overlap leads to short-range Pauli (exchange)
repulsion, decreasing the density between interacting atoms and consequently leading to the
reduced dispersion attraction between atoms, as can be understood using Feynman’s argu-
ments [22]. To account for this weakening of dispersion force, Tang and Toennies considered
the correction to dispersion energy caused by the overlap [206]. They calculated this correction
invoking the semiclassical Drude model [206], whereas here we employ the quantum Drude
oscillator model for the same purpose.

The Hamiltonian of two non-interacting identical QDOs is

Ĥ0 =− ħ2

2m
∇2

r1
− ħ2

2m
∇2

r2
+ k

2
r2

1 +
k

2
r2

2 , k = mω2 , (A1)

where drudonic coordinates r1 = (x1, y1, z1) and r2 = (x2, y2, z2) have their origins, respectively,
at nuclei A and B separated by distance R. The multipolar couplings between the two non-
overlapping QDOs can lead only to dispersion attraction between them. Let us now consider
a coupling due to the short-range repulsion Vrep, which is of a given form. This repulsion is
usually expressed as a function of internuclear distance R and therefore serves as the external
potential for drudons arising from the symmetrization of the total wave function, as discussed
in Chapter 3. To deduce the connection between interdrudonic and internuclear repulsive po-
tentials, one can expand the former as

Vrep(|R+δR|) =Vrep(R)+ dVrep

dR
∆R + 1

2

d 2Vrep

dR2
(∆R)2 + ... , (A2)

where δR = r1 − r2, and ∆R = |R+δR| −R. Assuming that R is in the z direction and R ≫ |δR|
(the two nuclei are separated by a distance much larger than the range of drudons’ fluctuations)
and keeping terms up to the second order, we get

∆R ≈ 1

2R

[
2R(z1 − z2)+ (y1 − y2)2 + (x1 −x2)2] . (A3)

105



Substituting δR into Eq. (A2) and again keeping terms up to the second order, we have

Vrep(|R+δR|) ≈Vrep(R)+ dVrep(R)

dR
(z1 − z2) (A4)

+ 1

2R

dVrep(R)

dR

[
(x1 −x2)2 + (y1 − y2)2]+ 1

2

d 2Vrep(R)

dR2
(z1 − z2)2 .

Thus, the (approximate) Hamiltonian of two repulsion-coupled QDOs reads

Ĥint =− ħ2

2m

(∇2
r1
+∇2

r2

)+ k

2

(
r2

1 + r2
2

)+Vrep(R)+α(R)(z1 − z2) (A5)

+ α(R)

2R

[
(x1 −x2)2 + (y1 − y2)2]+ β(R)

2
(z1 − z2)2 ,

with α(R) = dVrep/dR and β(R) = d 2Vrep/dR2 (for brevity, we omit the dependence of α and β
on R in what follows). The above Hamiltonian represents a quadratic form in drudonic coordi-
nates, and the following canonical transformation

ζ1 = z1 − z2p
2

+ α
p

2

k +2β
, ζ2 = z1 + z2p

2
, ξ1,2 = x1 ∓x2p

2
, η1,2 = y1 ∓ y2p

2
, (A6)

brings it to the diagonal form

Ĥint =− ħ2

2m

(∇2
r̃1
+∇2

r̃2

)+(
k

2
+ α

R

)(
ξ2

1 +η2
1

)+(
k

2
+β

)
ζ2

1 +
k

2
r̃2

2 +Vrep(R)− α2

k +2β
, (A7)

with r̃1 = (ξ1,η1,ζ1), r̃2 = (ξ2,η2,ζ2). The corresponding eigenfrequencies are

ωξ1 =ωη1 =
√

k

m
+ 2α

mR
≈ω

[
1+ α

kR

]
, ωζ1 =

√
k

m
+ 2β

m
≈ω

[
1+ β

k

]
, (A8)

and ωξ2 =ωη2 =ωζ2 =ω. We ensure that the Taylor expansion made in Eq. (A8) delivers a good
approximation for a wide range of distances, as illustrated by Figure A1. This reflects the fact
that Vrep changes slowly compared to the harmonic potential. The interaction energy is

Eint = E −E0 = ħ
2

(
ωξ1 +ωη1 +ωζ1 +ωξ2 +ωη2 +ωζ2

)+
+Vrep(R)− α2

k +2β
−6 · ħω

2
≈ ħω

2

[
2α

kR
+ β

k

]
+Vrep(R)− α2

k +2β
.

(A9)

Here, Vrep(R) plays the role of external repulsive potential, whereas the remaining two terms
represent the desired correction to dispersion energy caused by the presence of Vrep(R). The
second-order term α2/(k +2β) should be omitted considering the first-order Taylor expansion
for frequencies. Hence, for the (approximate) correction to dispersion energy, we finally have

∆Vdisp = ħω
2

[
2α

kR
+ β

k

]
. (A10)

With our general expression for the QDO exchange energy Vrep = Aq2/R exp(−mωR2/2ħ) given
by Eq. (3.6), one can obtain

α= dVrep

dR
=−Aq2

[
1

R2
+ mω

ħ
]

e−mω
2ħ R2

,

β= d 2Vrep

dR2
= Aq2

[
2

R3
+ mω

ħ
1

R
+

(mω

ħ
)2

R

]
e−mω

2ħ R2
,

∆Vdisp = Aq2

2R

[
(γR)2 −1

]
e− (γR)2

2 , γ=
√

mω

ħ ,

(A11)
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Figure A1: Eigenfrequen-
cies of repulsion-coupled
QDOs as a function of dis-
tance. ωξ1,η1 (blue) and ωζ1

(red) from Eq. (A8) as de-
scribed by the exact square
root function (dashed) and
the first-order Taylor expan-
sion (solid) for Ar2 dimer.
The vertical dashed line de-
notes the equilibrium dis-
tance Re . Reproduced from
Ref. [107] under the CC-BY
4.0 license. © 2023 The Au-
thors. Published by Ameri-
can Chemical Society.

where the atomic units are used, with ke = 1/4πε0 = 1 but ħ kept explicitly in the equations. The
correction ∆V is positive, since R2(mω/ħ) ≫ 1 at typical internuclear distances [102].

Now we use the correction ∆Vdisp to derive our damping function, following the approach of
Tang and Toennies [90]. By introducing B = Aq2/2, the sum of dispersion energy and its repul-
sion correction can be written as

− ∑
n≥3

C2n

R2n
+ B

R

[
(γR)2 −1

]
e− (γR)2

2 =− ∑
n≥3

f2n(R)
C2n

R2n
, (A12)

where on the left-hand side we have incorporated the desired damping function f2n(R). By
introducing coefficients b2n such that

∑
n b2n = B , the damping function is extracted as

f2n(R) = 1− b2n

C2n

(
γ2R2n+1 −R2n−1)e− (γR)2

2 . (A13)

The coefficients b2n are not uniquely defined. Therefore, from Eq. (A13) one can only assume
that the general form of the damping function is

f2n(R) = 1−P2n+1(γ,R)e− (γR)2

2 , (A14)

where P2n+1 is the polynomial of the order 2n+1. Since the damping function is dimensionless,
it can only depend on the dimensionless combination of parameters related to the considered
problem, which is uniquely defined by x = γR. Thus, we can represent the damping function
by

f2n(x) = 1−e− x2

2

2n+1∑
k=0

ak xk , (A15)

To determine the polynomial coefficients ak , we impose the natural boundary conditions

f2n(R) → 1 , R →∞ ; f2n(R) → 0+O
(
R2n+1) , R → 0 . (A16)

Here, the first condition is fulfilled by default due to the functional form of Eq. (A15). The sec-
ond condition enforces that all derivatives of f2n(R) up to order 2n +1 must be zero at R = 0,
which stems from the requirement that each term f2n(R)C2n/R2n in the damped dispersion se-
ries vanishes at R = 0 with a finite slope [90]. By the explicit calculation of n-th derivatives, we
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found that to satisfy the above boundary conditions, all odd coefficients must be zero and only
even powers of x survive, resulting in the uniquely defined damping function

f2n(z) = 1−e− (γR)2

2

n∑
k=0

(γR)2k

2k ·k !
= 1−e−z

n∑
k=0

zk

k !
, z = (γR)2

2
. (A17)

This damping function has exactly the same form as the Tang-Toennies damping function [90]

f2n(z) = 1−e−z
2n∑

k=0

zk

k !
, where z = bR , (A18)

with the only difference in the limits of summation, in addition to the physical meaning of
unitless variable (z = bR for the TT damping function, with b stemming from the Born-Mayer
repulsion term Ae−bR ). The difference is due to the distinct form of Pauli repulsion poten-
tial between the vdW-QDO and TT models, which delivers distinct results under applying the
aforementioned boundary conditions at R → 0. Interestingly, our quantum-mechanically de-
rived damping function also matches well (but not exactly) with the one heuristically suggested
by Slipchenko and Gordon [301]

f2n(z) = 1−e−z
n∑

k=0

zk

k !
, z = (γR)2 , (A19)

which they have obtained by a simple analogy to the Tang-Toennies damping function upon
substitution of exponential overlap integral (of atomic densities) onto the Gaussian overlap
integral (of oscillator densities). In Eq. (A19), we corrected the obvious misprint present in
Ref. [301] where summation starts with k = 1. Another difference with our QDO damping func-
tion is that the heuristically obtained function of Slipchenko and Gordon takes z = (γR)2 as an
argument instead of (γR)2/2, as obtained within our quantum-mechanical derivation.

A2 vdW-OQDO Parametrization

To set the value of product mω, we use the condition of balance of exchange repulsion and
dispersion forces between two QDOs at the equilibrium in the dipole approximation

ke q2

2

[
1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e = 6C6

R7
e

. (A20)

In Ref. [102], it was shown that for typical Re in noble-gas dimers mω/ħ is an order of magnitude
larger than 1/R2

e , and therefore the term 1/R2 was neglected. This well works as the first-order
approximation and leads to the quantum-mechanical scaling law for vdW radius Eq. (3.8). How-
ever, we found that for building the QDO-based vdW potential, this simplification introduces
additional error in the location and depth of the potential minimum by making the energies
and forces inconsistent. Therefore, here we use full Eq. (A20) to re-derive a consistent opti-
mized QDO parametrization in analogy with Ref. [110].

Substituting C6 = 3
4 k2

eħωα1
q2

mω2 into Eq. (A20) and cancelling q2, we obtain

ke

[
mω

ħ + 1

R2
e

]
e−mω

2ħ R2
e = 9ħ

mω

α1k2
e

R7
e

. (A21)

Solving this for α1 delivers

α1 = (4πε0)e−mω
2ħ R2

e

[(mω

3ħ
)2
+ mω

9ħR2
e

]
R7

e . (A22)
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From the other hand, for real atoms α1 can be accurately recovered via Re as [178]

α1 = (4πε0)

a4
0

α4/3
fsc

128
R7

e , (A23)

where αfsc = e2/4πε0ħc ≈ 1/137.036 is the fine-structure constant. Combining Eqs. (A22) and
(A23), one can obtain

e−mω
2ħ R2

e

[(mω

3ħ
)2
+ mω

9ħR2
e

]
= 1

a4
0

α4/3
fsc

128
. (A24)

This equation can be rearranged and rewritten in terms of dimensionless variables

a ·ebx = 2x2 + x

b
, x = mωa2

0

ħ , (A25)

where

a = 9α4/3
fsc

64
, b = R2

e

2a2
0

= 2(α1/4πε0)2/7

α8/21
fsc a6/7

0

. (A26)

The above transcendental equation is similar to its counterpart from Ref. [110], and it also has
two solutions, one of which is very close to zero. As discussed in Ref. [110], this almost zero
solution xB does not have a simple physical interpretation, whereas the second (larger) root xA

of Eq. (A25) is useful to parametrize the QDO model. Thus, the full vdW-OQDO parametrization
procedure can be summarized as

ω= 4C6

3ħα2
1k2

e
, m = ħxA

ωa2
0

, q =
√
α1mω2 . (A27)

The numerical values of the parameters for all noble-gas dimers are presented in Table A1.

For the damped vdW-QDO potential, the parametrization procedure has to be adapted accord-
ingly. The force-balance equation in dipole approximation becomes

ke q2

2

[
1

R2
e
+ mω

ħ
]

e−mω
2ħ R2

e = 6 f6(Re )C6

R7
e

− f ′
6(Re )C6

R6
e

. (A28)

Repeating the manipulations performed for vdW-OQDO parametrization above, Eq. (A28) can
be simplified and rewritten in terms of dimensionless variables in the form

a

[
ebx −

(
3∑

k=0

(bx)k

k !
+ (bx)4

3 ·3!

)]
= 2x2 + x

b
, x = mωa2

0

ħ , (A29)

where

a = 18α1a4
0

(4πε0)R7
e

, b = R2
e

2a2
0

. (A30)

In Eq. (A29), we used the explicit form of the QDO damping function (A17). Eq. (A29) has two
solutions like Eq. (A25), and we use its larger root xd

A to set the parameters of the oscillator
according to Eq. (A27). Note that theωparameter does not change due to the damping function,
since it is fully defined by α1 and C6.

We note that to parametrize damped vdW-QDO potential for noble gases, Eq. (A23) can be used
to make the transcendental equation (A29) dependent only on α1. This leads to the same a
and b coefficients (A26) as in the vdW-OQDO case. The numerical values of the damped vdW-
OQDO parameters for all noble-gas dimers are presented in Table A1.
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Table A1: Effective atomic polarizabilities αAB
1 , dispersion coefficients C AB

6 and vdW-OQDO param-
eters for 21 noble-gas dimers. αAB

1 and C AB
6 are calculated using Eqs. (3.21) and (3.19). Parameter

sets {ω,m, q} and {ω,md , qd } (in a.u.) correspond to the vdW-QDO potential without and with damping
function, respectively.

Dimer αAB
1 C AB

6 ω m q md qd

He–He 1.38 1.46 1.02219 0.55810 0.89707 0.56760 0.90468

He–Ne 2.025 3.043 0.98941 0.49841 0.99400 0.50884 1.00434

He–Ar 6.24 9.513 0.32574 0.97613 0.80393 1.01360 0.81921

He–Kr 9.09 13.316 0.21487 1.27205 0.73066 1.33196 0.74767

He–Xe 14.34 19.265 0.12491 1.81468 0.63720 1.92445 0.65619

He–Rn 17.46 23.265 0.10175 2.05164 0.60901 2.19004 0.62922

Ne–Ne 2.67 6.38 1.19326 0.37164 1.18865 0.38066 1.20299

Ne–Ar 6.885 19.539 0.54960 0.55625 1.07555 0.57877 1.09710

Ne–Kr 9.735 27.225 0.38304 0.69398 0.99559 0.72791 1.01964

Ne–Xe 14.985 39.144 0.23243 0.95753 0.88044 1.01687 0.90731

Ne–Rn 18.105 47.232 0.19212 1.07013 0.84567 1.14379 0.87429

Ar–Ar 11.1 64.3 0.69583 0.36208 1.39498 0.38110 1.43115

Ar–Kr 13.95 91.100 0.62418 0.36734 1.41296 0.38922 1.45444

Ar–Xe 19.2 133.995 0.48465 0.41383 1.36611 0.44326 1.41386

Ar–Rn 22.32 162.193 0.43409 0.43337 1.35007 0.46689 1.40132

Kr–Kr 16.8 129.6 0.61224 0.34654 1.47727 0.36943 1.52526

Kr–Xe 22.05 191.715 0.52575 0.35968 1.48061 0.38732 1.53644

Kr–Rn 25.17 232.246 0.48879 0.36552 1.48258 0.39578 1.54272

Xe–Xe 27.3 285.9 0.51148 0.33725 1.55198 0.36648 1.61783

Xe–Rn 30.42 346.742 0.49960 0.32938 1.58144 0.35973 1.65270

Rn–Rn 33.54 420.6 0.49852 0.31624 1.62358 0.34706 1.70084

For group II elements, however, Eq. (A23) is not so accurate, since their dimers are not purely
vdW bonded. Therefore, both α1 and Re should be used explicitly in Eq. (A30). To construct
the vdW-QDO potential for these systems, we used only the oscillator parameters for Sr2. Nev-
ertheless, for completeness, the damped vdW-OQDO parameters for all group II dimers are
presented in Table A2.

Dimer ω md qd

Mg2 0.16445 1.10568 1.46011

Ca2 0.11458 1.17281 1.55535

Sr2 0.10639 1.06709 1.54334

Ba2 0.09198 1.06133 1.56703

Zn2 0.32010 0.65638 1.61268

Cd2 0.43226 0.46174 1.99216

Hg2 0.45481 0.50101 1.87435

Table A2: The damped vdW-OQDO param-
eters for group II dimers (in a.u.) obtained
using the reference {α1,C6} from Table 3.4
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A3 Errors for Two Lennard-Jones Parametrizations of Noble Gases

In this section, we report the Lennard-Jones parameters and errors of the corresponding LJ
potentials for noble-gas dimers. We considered two sets of LJ parameters. The first one, denoted
as LJ1 throughout the manuscript, is taken from Ref. [302], where (σ1,ε1) are compiled from
different sources. These parameters were fitted to reproduce the thermodynamic data for noble
gases. The second set of parameters denoted as LJ2 was created by ourselves. We used the
reference ab initio values of Re and De compiled in Ref. [86] to determine (σ2,ε2) using the
obvious relations σ2 = Re × 2−1/6, ε2 = De . The numerical values for both parameter sets are
presented in Table A3.

Table A3: The two considered sets of
Lennard-Jones parameters for noble
gases: LJ1 (σ1,ε1) [302] and LJ2 (σ2,ε2)
obtained by ourselves. The units are Bohr
for σ and meV for ε.

Element σ1 ε1 σ2 ε2

He 4.838 0.8807 4.996 0.9475

Ne 5.197 3.0678 5.194 3.6324

Ar 6.425 10.341 6.334 12.319

Kr 6.803 14.736 6.761 17.310

Xe 7.748 18.958 7.370 24.126

Figure A2: Assessment of the LJ potential accuracy. ∆S metric (in %) calculated for two LJ parametriza-
tions relative to the TTS potential [86]. Reproduced from Ref. [107] under the CC-BY 4.0 license. © 2023
The Authors. Published by American Chemical Society.

In Figure A2 we show the error of LJ1 and LJ2 potentials expressed in terms of the∆S metrics, as
described in Section 3.2. As one can see, the LJ2 parametrization, designed to reproduce correct
{Re ,De }, works well for dimers composed of atoms possessing similar vdW radius (He, Ne is one
group, and Ar, Kr, Xe is another). However, for dimers mixed between the two groups, errors
of LJ2 increase drastically. This indicates the lack of flexibility of the LJ potential as well as the
limited accuracy of Lorentz-Berthelot combination rules.

A4 vdW-QDO Potential Curves for Molecular Dimers

Here we present our results for the eight molecular dimers considered in our study. They allow
us to conclude that the vdW-QDO potential works well in predicting dispersion energy between
aliphatic molecules, but it has difficulties with treating benzene. We attribute this to a high
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anisotropy of the benzene polarizability tensor (longitudinal component is twice as large as the
transverse one [11]), which means that dispersion interaction requires many-body treatment in
this case.

Figure A3: Interaction energy curves for benzene and benzene-ethene dimers. Left: Dispersion
(blue) and exchange (red) contributions to the interaction energy of molecular dimers (shown as in-
sets) calculated by SAPT-DFT(solid lines) and damped vdW-QDO potential (dotted lines). In addition,
an electrostatic term from SAPT-DFT is displayed in black. The presented SAPT-DFT results correspond
to the calculations from Ref. [234] with the ALDA xc-kernel and pVQZ basis sets. Right: Interaction en-
ergy curves of molecular dimers as calculated by different methods: reference CCSD(T) [182] (black
circles); PBE0+TS (blue) and PBE0+MBD (green) corrections; DFTB3+MBD (magenta); damped vdW-
QDO potential (cyan); SAPT-corrected vdW-QDO potential (red). Reproduced from Ref. [107] under the
CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.

We also observe that the accuracy of the vdW-QDO method is higher for more spherical molecules.
The best results for dispersion energy are obtained for the dimer of neopentane, which is the
closest to the spherical symmetry among the considered molecules.
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Figure A4: Interaction energy curves for pentane-pentane, neopentane-pentane, and neopentane-
neopentane dimers. See the caption to Figure A3 for detailed explanations. Reproduced from Ref. [107]
under the CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.
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Figure A5: Interaction energy curves for cyclopentane-neopentane, cyclopentane-cyclopentane,
and ethene-pentane dimers. See the caption to Figure A3 for detailed explanations. Reproduced from
Ref. [107] under the CC-BY 4.0 license. © 2023 The Authors. Published by American Chemical Society.
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A5 CCSD–HF Calculations: Technical Details, Additional Results

We examined basis set convergence of the CCSD−HF density differences by performing calcula-
tions with aug-cc-pVXZ basis sets, where X = D, T, Q for methane dimer and X = D, T for ethene
and ethene-pentane dimers (Figure A6). The observed variations are rather small in all three
cases. In methane, the TZ basis gives practically the same result as QZ, while DZ only slightly
overpolarizes the dimer. For ethene and ethene-pentane dimer, DZ basis also shows the close
agreement with TZ, which was the largest affordable therein. Overall, our results prove that
the aug-cc-pVDZ basis set already gives sufficiently converged results, which justifies its use for
pentane and neopentane dimers. Table A4 summarizes the information about the basis sets
used for production calculations.

Additionally, for the methane dimer, we performed a cross-validation of the PYSCF results with
Q-CHEM [268] and MRCC. In Q-CHEM, fully relaxed (including orbital relaxation terms) CCSD
density was computed. This is in contrast to PYSCF and MRCC, where unrelaxed CCSD density
was evaluated. Despite these minor differences in methodology, excellent agreement was ob-
tained between the three codes (Figure A6b), ensuring the reproducibility of our results. Also,
this test ensures that the orbital relaxation effects are rather small and can be safely neglected
in the context of this work.

Figure A6: Basis set convergence of CCSD–HF density differences ∆ρCCSD−HF(z) computed using
(a,c,d) PYSCF for (a) methane dimer, (c) ethene dimer, and (d) ethene-pentane dimer. (b) Bench-
mark of MRCC, Q-CHEM and PYSCF codes for ∆ρCCSD−HF(z) at the example of methane dimer with
aug-cc-pVDZ basis.

The calculations of plane-averaged∆ρCCSD−HF(z) have to be done using electron densities rep-
resented on a real-space grid in .cube format; therefore, sufficient numerical precision of data
in these files has to be provided. The default .cube printing precision in PYSCF is 5 digits after
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Dimer Nelec Basis set Nbasis

methane 20 aug-cc-pVQZ 528

ethene 32 aug-cc-pVTZ 368

ethene-pentane 58 aug-cc-pVTZ 690

pentane-pentane 84 aug-cc-pVDZ 446

pentane-neopentane 84 aug-cc-pVDZ 446

neopentane-neopentane 84 aug-cc-pVDZ 446

Table A4: Basis sets used in
CCSD–HF density calculations.
Number of electrons in dimers
Nelec and the corresponding
number of basis functions
Nbasis are shown.

the comma, which was observed to lead to a numerical noise when computing ∆ρCCSD−HF(z)
(Figure A7). It was found that this noise increases with increasing basis set cardinality and sys-
tem size. We revealed that outputting the density to the .cube file with 9-digit precision elim-
inates the noise, and the source code of PYSCF (cubegen.py) was modified accordingly. This
setting was used for all PYSCF calculations. For comparison, the default .cube printing preci-
sion is 12 digits in Q-CHEM and 8 digits in FHI-AIMS. The cuboid grid spacing was set to 0.1
Bohr to ensure sufficient sampling of the density.

Figure A7: Effect of the
density printing precision
on the CCSD–HF differ-
ence. ∆ρCCSD−HF(z) for
methane dimer (aug-cc-
pVTZ basis) with different
.cube file precision.

A6 Results with the Hartree-Fock and DFA Densities

In this section, we present the results for charge displacements in selected systems as calculated
by the HF method and several DFAs. Figure A8a,b shows the ratio of vdW-displaced charge QvdW

to its PBE and HF counterparts, QPBE and QHF, for the six selected systems. Overall, QHF is about
10 % larger than QPBE, which modifies the ratio accordingly. Nevertheless, this does not change
the conclusions made in Chapter 4 based on the PBE densities.

For the C1–C4 sequence of polyaromatic hydrocarbons (PAH), the additional calculations of
charge displacement were carried out with LDA, PBE0, and B3LYP xc-functionals as well as with
the Hartree-Fock (HF) method. The computational settings were kept the same as described for
the PBE case in Chapter 4. The results obtained (Figure A8c) witness that both (semi-)local and
hybrid DFAs exhibit similar saturation of displaced charge moving from C1 to C4, and this is not
specific to the PBE functional. The only different case is the HF method, showing almost linear
behavior.
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Figure A8: Interaction-displaced charges predicted by the HF and PBE methods. (a,b) The ratio of
vdW-displaced charge QvdW as computed by sc-TS and MBD methods to (a) PBE-displaced charge QPBE

and (b) HF-displaced charge QHF for the six selected systems. (c) The system size dependence of total
displaced charge in the C1–C4 sequence of PAHs as computed by various mean-field methods.

To show that our conclusions regarding the effect of vdW-induced polarization on the NCI anal-
ysis are also not specific to the choice of DFA, we performed test calculations using the HF
densities. The HF and HF+MBD results displayed in Figure A9 manifest essentially the same
differences as in the case of PBE and PBE+MBD (Figure 4.12), supporting our point.

Figure A9: The NCI analysis based on the HF densities. NCI isosurfaces of density gradient s (magni-
tude of s and coloring range are given in a.u.) calculated using HF and HF+MBD charge densities for
(a) C3GC (L7+): s = 0.5, [−0.05,0.04]; (b) CBH (L7+): s = 0.65, [−0.02,0.02].

A7 NCI Analysis: Computational Details

The densities computed using the PBE functional in FHI-AIMS were output in the .cube 3D grid
format. Analytical MBD density polarization from Eq. (4.10) was evaluated on the 3D grid iden-
tical to the PBE case using the self-written PYTHON script relying on the LIBMBD library [160].
The total PBE+MBD densities were obtained as a sum of PBE and MBD densities on the grid.
The grids had a step of h = 0.1Å and covered the whole system plus 7 Bohrs of vacuum as mea-
sured from the outermost atoms of the system.

To perform the NCI analysis of PBE and PBE+MBD densities, the density-based code NCIMI-
LANO [284] was used. The code was modified by its author Dr. Gabriele Saleh upon our request
to make it compatible with the .cube formatting produced by FHI-AIMS. NCIMILANO uses the
4th-order finite-difference formulas to compute derivatives of electron density [284] and also
evaluates volume and charge of NCI isosurfaces within the fixed range of siso = 0.1,0.2,0.3, ...,1.0,
thus fully encompassing the typical noncovalent interactions range. While often rather fine
grids are employed for NCI analysis (0.05-0.1 Bohr and less) [259, 284], for large systems this
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quickly explodes .cube file size, making the following analysis time- and resource-consuming.
The chosen h = 0.1Å spacing was found to be a fair compromise delivering a sufficiently fine
representation of density and its derivatives while maintaining a manageable file size. This was
ensured by test calculations employing twice finer grids with h = 0.05Å, in which no signifi-
cant differences both in NCI isosurface plots and NCI volume ratios were observed compared
to 0.1Å step size, as summarized in Table A5.

Systems h = 0.1Å h = 0.05Å

benzene 1.950 2.026

7b ADOH-CB7 2.669 2.663

C3GC 2.180 2.210

Table A5: Effect of the grid spacing on the NCI
volumes. Ratio γ = V PBE+MBD

NCI /V PBE
NCI for se-

lected systems computed using grids with 0.1
and 0.05Å step.

A8 Additional Results on MBD Energy Density

Figure A10: One- and two-body MBD energy densities and their sum for the C3GC and 3a TNF “pin-
cer” complexes. (a-f ) The isosurfaces (4×10−5 a.u.) showing the side (a-c) and top (d-f ) views on the
C3GC dimer from the L7 dataset. (g-i) The isosurfaces (4×10−5 a.u.) for the 3a TNF “pincer” from the
S12L dataset. The red and blue colors denote positive and negative values, respectively.
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A9 Dispersion Energy Curves for Neon and Krypton

Figure A11: Dispersion
energy curve of neon
dimer as computed by the
SAPT(CCSD) [8], VV10 and
MBD@FCO methods. For
MBD@FCO, the decompo-
sition of the total energy
onto the one- and two-body
parts is displayed. The
inset shows a zoom into the
near-equilibrium region,
with Re = 3.09 Å marked by
a vertical dotted line.

Figure A12: Dispersion
energy curve of krypton
dimer. The caption of
Figure A11 applies, with the
corresponding Re = 4.02 Å.

Figure A13: Dipole tensor in an ar-
gon dimer with various damping
schemes. The Tzz element of a dipole
tensor in argon dimer as a function of
interatomic separation z for the cases
of no damping (black), natural Gaus-
sian damping (teal), and Fermi damp-
ing (pink). Re = 3.76 Å is shown with a
vertical dashed line.
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